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Abstract

Existing results on multi-input multi-output (MIMO) channel capacity implicitly assume a rich scattering environment in which the channel power scales quadratically with the number of antennas, resulting in linear capacity scaling with the number of antennas. While this assumption may be justified in systems with few antennas, it leads to violation of fundamental power conservation principles in the limit of large number of antennas. Furthermore, recent measurement results have shown that physical MIMO channels exhibit a sparse multipath structure, even for relatively few antenna dimensions. Motivated by these observations, we propose a framework for modeling sparse channels and study the coherent capacity of sparse MIMO channels from two perspectives: 1) capacity scaling with the number of antennas, and 2) capacity as a function of transmit SNR for a fixed number of antennas. The statistically independent degrees of freedom (DoF) in sparse channels are less than the number of signal-space dimensions and, as a result, sparse channels afford a fundamental new degree of freedom over which channel capacity can be optimized: the distribution of the DoF’s in the available signal-space dimensions. Our investigation is based on a family of sparse channel configurations whose capacity admits a simple and intuitive closed-form approximation and reveals a new tradeoff between the multiplexing gain and the received SNR. We identify an ideal channel configuration that yields the fastest capacity scaling at any SNR. For fixed number of antennas, we show that the capacity maximizing configuration depends on the operating SNR and optimizes the multiplexing gain-received SNR tradeoff. Surprisingly, only three such configurations suffice for near-optimal performance over the entire SNR range. Different channel configurations can be realized in practice by appropriately adjusting the antennas’ spacings at the transmitter and the receiver.
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I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems that employ antenna arrays at the transmitter and the receiver have emerged as one of the most promising technologies to increase the spectral efficiency of high speed wireless communication systems. The intense research on MIMO systems was inspired by seminal works by Telatar [1] and Foschini and Gans [2] that showed a dramatic linear increase in channel capacity with the number of antennas. However, these initial results were based on an idealized channel model representing a rich scattering environment – the channel matrix entries, representing coupling between pairs of transmit and receive antennas, were assumed to be independent and identically distributed (i.i.d.) Gaussian random variables (Rayleigh fading). Since then researchers have studied capacity scaling for more realistic spatially correlated channel models. For example, using a Kronecker (separable in transmit and
receive statistics) channel model, it was shown in [3] that correlated channels would also exhibit linear capacity scaling, albeit with a smaller slope compared to i.i.d. channels. In [4], [5], capacity scaling was studied for non-separable channels, using the virtual channel representation for uniform linear arrays (ULA’s), and it was shown that the number of resolvable scattering paths must scale quadratically with the number of antennas for linear capacity scaling. Furthermore, for slower path growth, the capacity may exhibit a sub-linear growth or may saturate. In all these works, linear capacity scaling is associated with the implicit assumption that the channel power $\rho_c \triangleq \mathbb{E} \left[ \text{Tr}(HH^H) \right]$ scales quadratically with the number of antennas, $N$; that is, $\rho_c \sim O(N^2)$.

MIMO capacity gains in i.i.d. channels relative to single antenna systems rest on two key effects: i) higher coupling between the transmitted and received signal energy due to the larger array apertures, and ii) statistical independence between the channel coefficients. The first effect primarily impacts capacity scaling and is directly reflected in the quadratic channel power scaling assumption in existing results. While this assumption may be justified for small $N$, such scaling in $\rho_c$ is not sustainable indefinitely from an energy conservation viewpoint since it implies that the received signal power increases linearly (and indefinitely) with the number of antennas for a given fixed transmit power (see also Section II). The second effect primarily governs channel capacity as a function of SNR for a fixed number of antennas. The capacity of a correlated MIMO channel depends on the statistically independent degrees of freedom (DoF) in the channel matrix, which in turn depend on the number of resolvable paths in the scattering environment [6], [4]. The notion of $O(N^2)$ channel power scaling implies that the dominant, independent DoF also scale with antenna dimensions as $O(N^2)$. However, many recent measurement campaigns [7], [8] and channel modeling efforts under diverse sets of assumptions [9], [10], [11], [12], [13] indicate that such a possibility is an exception rather than the norm and most realistic propagation environments are accurately characterized by fewer dominant DoF. That is, realistic physical channels exhibit sparse DoF reflecting a sparse multipath environment.

**Overview of Contributions:** Motivated by the above considerations, we propose a framework for modeling sparse multipath channels and study the implications of sparsity for coherent.

---

1The notion of independent DoF is loosely defined as those entries in the matrix channel that are sufficiently large enough to significantly impact information transfer. A more formal definition is provided in Section II.

2By coherent capacity, we mean that the receiver has perfect channel state information, whereas the transmitter only knows channel statistics.
MIMO channel capacity – both ergodic and outage. Our development is based on the virtual channel representation [6] that provides an accurate and analytically tractable model for physical MIMO channels induced by ULA’s. A key property of the virtual channel matrix is that it is a unitarily equivalent representation of the actual channel matrix and the virtual channel entries are approximately independent since they reflect contributions from approximately disjoint sets of propagation paths [6]. As a result, spatial correlation in the antenna domain is captured by the variation in the powers of the virtual coefficients. Furthermore, the dominant DoF in the channel are characterized by the dominant virtual channel coefficients – the non-vanishing coefficients with sufficiently large power.

Our approach to modeling sparse channels is an alternative to existing approaches for capturing spatial correlation in the antenna domain. Consider an $N \times N$ virtual channel matrix $H$ corresponding to $N$ transmit and receive antennas. For fixed $N$, our definition of sparsity implies that the DoF in the channel, $D < N^2$, is as illustrated in Fig. 1; that is, not all of $N^2$ virtual channel coefficients are dominant. From a scaling perspective, our definition of sparsity implies that the DoF and the channel power scale at a sub-quadratic rate with $N$; that is, $D \sim \rho_c \sim \mathcal{O}(N^\gamma)$, $\gamma \in (0, 2]$. In contrast to conventional rich scattering assumptions, sparsity affords a new degree of freedom over which the capacity can be optimized: the spatial distribution or configuration of the $D$ dominant DoF within the available $N^2$ channel dimensions (see Fig. 1). From a capacity scaling perspective, we address the following question: Given a channel power (and DoF) scaling law $\rho_c \sim D \sim \mathcal{O}(N^\gamma)$, $\gamma \in (0, 2]$, what is the fastest achievable capacity scaling law,
and what channel configuration achieves it? In the context of fixed antenna systems, we address the following question: Does channel capacity as a function of SNR depend on the channel configuration, and if so, what channel configuration maximizes capacity at any given SNR?

For the scaling question, we first show that no channel configuration with channel power scaling $\rho_c(N)$ can beat an ergodic capacity scaling of $O(\sqrt{\rho_c(N)})$. We then address the question of whether this fundamental limit is achievable. This goal is facilitated by considering a structured family of channels for any given $N$ corresponding to different canonical distributions in which the $D$ non-vanishing virtual coefficients are factored as $D = pq$, where $p$ denotes the multiplexing gain (or the number of parallel channels) and $q$ denotes the number of DoF per parallel channel. We show that the capacity of all channels in the family is accurately approximated by the following simple and intuitive formula reminiscent of the Shannon formula for AWGN capacity:

$$C \approx p \log (1 + \rho_{rx}) = p \log \left(1 + \rho \frac{q}{p}\right)$$

(1)

where $\rho_{rx}$ denotes the received SNR per parallel channel for a uniform power input$^3$; that is, $\rho_{rx} \triangleq \frac{E[\|Hx\|^2]}{p} = \rho \frac{p}{p^2} = \rho \frac{q}{p}$. The above formula reveals a fundamental new tradeoff in sparse channels between the multiplexing gain $p$ and the received SNR, $\rho_{rx}$: increasing $p$ comes at the cost of decreasing $\rho_{rx}$ and vice versa. Optimization of this fundamental tradeoff governs the optimal channel configuration from a capacity scaling viewpoint as well as from the viewpoint of maximizing capacity at any operating transmit SNR for a fixed number of antennas. It is worth noting that while existing works have obtained closed-form expressions for capacity only in the low- or high-SNR regimes, the above formula accurately approximates capacity over the entire SNR range.

We now present a simple example to illustrate our approach and main results. Consider the $\gamma = 1$ case such that $\rho_c = D = N$. Three canonical channel configurations from the structured family are illustrated in Fig. 2 for the $N = 9$ case. On one extreme is the beamforming channel for which $H_{bf}$ is an $N \times 1$ matrix with i.i.d. entries: $p = 1, q = N$ and the DoF are distributed to maximize $\rho_{rx} = \rho \frac{q}{p} = \rho N$. On the other extreme is the multiplexing channel for which $H_{mux}$ is an $N \times N$ diagonal matrix with i.i.d. diagonal entries: $p = N, q = 1$ and the DoF are distributed to maximize the multiplexing gain with $\rho_{rx} = \rho / N$. In between the two extremes is the ideal

$^3$As we will see, the uniform power input is optimal for the family of channels considered.
Fig. 2. A schematic illustrating three canonical sparse channel configurations: (a) the beamforming, (b) the ideal, and (c) the multiplexing channels.

channel\footnote{Assume for simplicity that $\sqrt{N}$ is an integer.} for which $H_{id}$ is a $\sqrt{N} \times \sqrt{N}$ matrix with i.i.d. entries: $p = q = \sqrt{N}$ and the DoF are distributed to sustain a stable receive SNR for all $N$; that is, $\rho_{rx} = \rho$.

From a scaling perspective, the capacities of the three channels are given by

$$C_{bf} \approx \log(1 + \rho N), \quad C_{id} \approx \sqrt{N} \log(1 + \rho) \quad \text{and} \quad C_{mux} \approx N \log(1 + \rho/N) \rightarrow \rho. \quad (2)$$

It is easy to check that $C_{bf} \sim o(C_{id})$ and $C_{mux} \sim o(C_{id})$. In fact, as we show in this paper, among all channels in the family, the ideal channel exhibits the fastest capacity scaling and also achieves the fundamental capacity scaling limit regardless of the SNR: $C_{id} = \mathcal{O}(\sqrt{N}) \sim \mathcal{O}(\sqrt{D}) \sim \mathcal{O}(\sqrt{\rho_c})$. We note that for $\gamma = 2$ ($\rho_c = N^2$), the ideal channel reduces to the $N \times N$ i.i.d. channel (rich multipath) and achieves the well-known capacity scaling of $\mathcal{O}(N)$ with a maximum multiplexing gain of $N$.

Fig. 3 shows the capacity of the three canonical channel configurations as a function of transmit SNR, $\rho$, for $N = 25$ and $\gamma = 1$. The curves are based on (1). As evident, in the low SNR regime $C_{bf} > C_{id} > C_{mux}$ whereas in the high SNR regime $C_{bf} < C_{id} < C_{mux}$. Thus, while the beamforming and multiplexing channels exchange roles and are optimal in the low- and high-SNR regimes, respectively, the ideal channel is a robust choice whose capacity is always between the two extremes. Furthermore, for every SNR, there exists an optimal channel configuration (corresponding to an optimal value of $p$, illustrated by the dotted curves) that optimizes the multiplexing gain-received SNR tradeoff and yields maximum capacity at that SNR.
Fig. 3. Capacity as a function of transmit SNR, $\rho$, for the three channel configurations for $N = 25$ and $\gamma = 1$. The dotted curves correspond to 10 equally spaced values of $\alpha$ where $p = N^\alpha$ and $q = \frac{D}{p} = \frac{N}{p}$ in (1). Also shown is single-antenna AWGN capacity at the same $\rho$ for comparison.

The ideal channel maximizes capacity in the medium SNR range. Surprisingly, for all practical purposes, the three canonical channel configurations – beamforming, ideal and multiplexing – suffice to accurately approximate the optimal channel configurations over the entire transmit SNR range, as evident from Fig. 3. The importance of the SNR quantities $\rho_{\text{low}}$, $\rho_{\text{high}}$, $\tilde{\rho}_{\text{low}}$ and $\tilde{\rho}_{\text{high}}$, shown in Fig. 3, will be addressed later in the sequel.

Building on the above results on ergodic capacity, we also study the outage capacities of the three channel configurations in closed-form and show that similar trends hold true. In the low- and the high-SNR regimes, the beamforming and the multiplexing channels are outage-optimal. When the SNR is high, the system is operating at a point where enhancing the reliability of signal reception can only marginally improve overall performance and hence maximizing the rate
of communication (multiplexing gain) is outage-optimal. At the low-SNR extreme, reliability of signal reception dominates and the beamforming channel is optimal. In the medium-SNR regime, however, the outage-optimal configuration depends on the desired level of operational reliability (outage probability) and a rate-reliability tradeoff is observed. When a low level of channel outage is acceptable, a channel configuration that enhances $\rho_{rx}$ is optimal whereas if higher levels of channel outage are tolerable, then the multiplexing gain (rate) can be increased up to the point where the targeted outage level is met.

We also present an interpretation of our results in the light of recent connections between mutual information and minimum mean-squared error (MMSE) estimation [14], [15]. For all channel configurations in the family, the received SNR per parallel channel, $\rho_{rx}$, equals the SNR at the output of a linear MMSE receiver for the signal transmitted from any transmit dimension. Moreover, the mean-squared error (MSE) at the receiver is also identical for all channels and equals $\frac{1}{1+\rho_{rx}}$. The invariance of these quantities across the different transmit dimensions is due to regularity of the family of channels considered.\(^5\) Thus the beamforming configuration (which maximizes $\rho_{rx}$) trades off the number of data-streams for the MSE of the individual data streams. The multiplexing configuration corresponds to the other extreme in this tradeoff while the ideal configuration leads to a robust choice in this rate-distortion tradeoff between the number of data-streams and the MSE of the individual data-streams.

Finally, while in this paper we only deal with “thought experiments” where the impact of different channel configurations on capacity is studied, we point out that all channel configurations in the family can be realized in practice by systematically adapting the antenna spacings at the transmitter and the receiver to the level of sparsity and the operating transmit SNR [12]. In particular, when the paths are randomly distributed over the angular spreads, the multiplexing channel corresponds to maximum antenna spacings at both ends, the ideal channel corresponds to medium spacings at both ends, and the beamforming channel can be realized by closely spaced antennas at the transmitter and maximally spaced antennas at the receiver [12]. This connection with reconfigurable antenna arrays is beyond the scope of this paper and the readers are referred to [12] for details.

\(^5\)Let $H$ be an $N_r \times N_t$ random matrix with independent entries and let the variance of $H(m, n)$ be given by $\Psi(m, n)$. A channel is called column-regular if $\{\sum_{m=1}^{N_r} \Psi(m, n)\}$ is independent of $n$, row-regular if the above condition is true for $H^T$, and regular if it is both row- and column-regular [16].
Connections to Related Works: Many recent works point to the optimality of adaptive array configurations in [12] proposed in achieving the fundamental limits characterized in this paper. Particular among these works are [17] and [18]. It is shown in [17] that in the low-SNR setting, adapting the antenna spacings to excite only one channel eigenmode is optimal while in the high-SNR regime, adapting the arrays to excite all the channel eigenmodes is optimal from a capacity perspective. The same authors conjecture that the number of eigenmodes excited by the optimal array configuration is a monotonic function of SNR and leave the achievability of such an optimal scaling law as an open problem. We note that the beamforming and multiplexing configurations are the precise characterization of the low- and the high-SNR solutions of [17]. The ideal MIMO channel concept we develop resolves the conjecture posed in [17] for the intermediate SNR’s. Furthermore, our work differs from [17] on two main counts: 1) we provide a physically motivated, systematic and constructive methodology for characterizing the optimal channel configurations as a function of SNR, and 2) we employ fundamentally different techniques, based on random matrix theory, to study the impact of channel configurations (which are realizable with reconfigurable arrays) on capacity.

Studies on error exponents for correlated channels in the low-SNR regime [18] also indicate that closely spaced antennas, corresponding to the beamforming configuration, are optimal from a reliability viewpoint. Furthermore, the notion of channel sparsity can be extended to time-varying and wideband channels as well [19], [20], [13]. In particular, a fundamental tradeoff between channel learnability and achievable diversity is reported in [20] for time-varying, wideband multipath channels from an error exponent (reliability) viewpoint.

Organization: Section II introduces the sparse channel modeling framework and the precise problem formulation is stated in Section III. Section IV characterizes a fundamental limit on capacity scaling in sparse channels and characterizes the (ideal) channel configuration that achieves this limit. In Section V, we study capacity as a function of transmit SNR for different channel configurations and characterize the optimal configuration at any operating SNR. Section VI discusses relations to other recent works. Concluding remarks and directions for future research are discussed in Section VII.

Notation: We use upper- and lower-case symbols to denote matrices and vectors respectively. $X(m, n)$ denotes the entry in the $m$-th row and $n$-th column of $X$. We will use the simpler nota-
tion $X(m)$ for the $m$-th diagonal entry of $X$. $X^T$ and $X^H$ denote the regular and the Hermitian transpose of $X$ while its trace and determinant are denoted by $\text{Tr}(X)$ and $\text{det}(X)$, respectively. The upper-case $E[\cdot]$ stands for the expectation operator and $\text{Pr}(\cdot)$ stands for the probability of an event. $CN(\mu, \sigma^2)$ denotes the complex normal distribution with mean $\mu$ and variance $\sigma^2$. The symbols $\lambda$, $\rho$ and $N$ are in general used for eigenvalues, SNR and antenna dimensions, respectively while the subscripts $\text{erg}$ and $\text{out}$ stand for ergodic and outage, respectively. $I$ stands for the identity matrix and we also use the standard big-O ($O$) and little-o ($o$) notations.

II. MIMO Channel Modeling for Sparse Multipath

We consider a single-user narrowband MIMO communication system equipped with ULA’s of $N$ antennas at the transmitter and the receiver. The $N$-dimensional received signal $y$ and the $N$-dimensional transmitted signal $x$ are related by

$$y = Hx + n$$

where $n \in CN(0, I)$ is the additive white Gaussian noise (AWGN) and $H$ is the channel matrix coupling the transmit and the receive antennas. The transmit power is denoted by $\rho = E[\|x\|^2]$ which also denotes the total transmit SNR. Initial studies on multi-antenna systems use the so-called i.i.d. model where the entries of $H$ are assumed to be i.i.d. Gaussian random variables [2], [1]. However, these models are not suitable for applications where large antenna spacings or a rich scattering environment are not possible. Furthermore, physical arguments and recent experimental results indicate that rich multipath is an exception in practice rather than the norm. We next provide a brief review of physical and virtual channel modeling, and related modeling approaches, to motivate and develop a model for sparse multipath channels.

A. Physical and Virtual Channel Modeling

A physical multipath MIMO channel can be accurately modeled as

$$H = \sum_{\ell=1}^{L(N)} N\beta_{\ell} a_r(\theta_{r,\ell}) a_t^H(\theta_{t,\ell})$$

where the transmitter and receiver arrays are coupled through $L(N)$ propagation paths with complex path gains $\{\beta_{\ell}\}$, Angles of Departure (AoD) $\{\theta_{t,\ell}\}$ and Angles of Arrival (AoA) $\{\theta_{r,\ell}\}$. In
(4), $\mathbf{a}_r(\theta_r)$ and $\mathbf{a}_t(\theta_t)$ denote the receiver response and transmitter steering vectors for receiving/transmitting in the normalized direction $\theta_r/\theta_t$ and $\mathbf{a}_r(\theta_r)$ is defined as

$$
\mathbf{a}_r(\theta_r) = \frac{1}{\sqrt{N}} [1, e^{-j2\pi\theta_r}, \ldots, e^{-j2\pi(N-1)\theta_r}]^T
$$

and $\mathbf{a}_t(\theta_t)$ is defined similarly. The $1/\sqrt{N}$ factor in the definition of the steering/response vectors ensures that they are of unit norm, and the factor $N$ in (4) accounts for this normalization.

The angle $\theta$ is related to the physical angle (in the plane of the arrays) $\phi \in [-\pi/2, \pi/2]$ as $\theta = d \sin(\phi)/\lambda$ where $d$ is the antenna spacing and $\lambda$ is the wavelength of propagation. We consider $d = \lambda/2$ antenna spacing for which $\theta \in [-1/2, 1/2]$ and we assume that the paths are distributed over the entire angular spread. Finally, we assume that over the time-scales of interest, the location of the scattering paths (AoA’s and AoD’s) remains fixed and the only source of randomness in the channel is due to the complex path gains $\{\beta_\ell\}$, in particular due to their random phases. Furthermore, the path gains are assumed to be statistically independent due to the independence between their random phases.

While the physical model accurately captures the scattering environments, it is rather difficult and cumbersome for capacity analysis due to the non-linear dependence of $\mathbf{H}$ on the propagation parameters in (4). Instead, we resort to the virtual channel representation [6], [4] that characterizes a physical channel via the coupling between spatial beams in fixed virtual transmit and receive directions in the far-field. The virtual representation of $\mathbf{H}$ is given by

$$
\mathbf{H} = \sum_{m=1}^{N} \sum_{n=1}^{N} \mathbf{H}_v(m, n) \mathbf{a}_r(\tilde{\theta}_{r,m}) \mathbf{a}_t^H(\tilde{\theta}_{t,n}) = \mathbf{A}_r \mathbf{H}_v \mathbf{A}_t^H
$$

where $\{\tilde{\theta}_{r,m} = \frac{m}{N}\}$ and $\{\tilde{\theta}_{t,n} = \frac{n}{N}\}$ are fixed virtual receive and transmit angles that uniformly sample the unit $\theta$ period and result in unitary discrete Fourier matrices $\mathbf{A}_t$ and $\mathbf{A}_r$ in (6). Thus, $\mathbf{H}$ and $\mathbf{H}_v$ are unitarily equivalent: $\mathbf{H}_v = \mathbf{A}_r^H \mathbf{H} \mathbf{A}_t$. The virtual representation is linear and is characterized by the matrix $\mathbf{H}_v$.

A key property of the virtual representation is that it induces a partitioning of propagation paths [6], [4]: each $\mathbf{H}_v(m, n)$ is associated with a set of physical paths – paths whose AoD’s and AoA’s lie within the intersection of the $n$-th transmit beam and $m$-th receive beam – and is approximately equal to the sum of the gains of the corresponding paths. Thus, distinct virtual channel coefficients correspond to approximately disjoint subsets of paths and as a result the
virtual channel coefficients are approximately independent due to the statistical independence between the complex path gains. For simplicity, we will assume that the virtual channel coefficients are statistically independent zero-mean Gaussian random variables (Rayleigh fading). This assumption has been validated with experimental measurement results [7], [21].

The virtual representation applies to ULA’s at the transmitter and the receiver. The concept of the virtual representation can be extended to more general array geometries if [22], [21]: i) the auto- and cross-correlation matrices of the columns of $H$ share the same set of eigenvectors, and ii) the auto- and cross-correlation matrices of the rows of $H$ share the same set of eigenvectors. Under these assumptions, it is shown in [22], [21] that $H$ admits the following canonical decomposition analogous to the virtual representation: $H = U_r H_{\text{ind}} U_t^H$, where $U_r$ and $U_t$ are unitary matrices defined by the eigenvectors of the receive and transmit covariance matrices ($E[HH^H]$ and $E[H^H H]$), respectively, and $H_{\text{ind}}$ is a random matrix with statistically independent entries. $U_r$, $U_t$ and $H_{\text{ind}}$ serve the roles of $A_r$, $A_t$ and $H_v$ in the virtual representation, respectively.

Another commonly used model for correlated MIMO channels is the separable correlation model, also known as the “Kronecker product” model (see, e.g., [3]), where $H$ is defined as in the relationship $H = U_r D_r^{1/2} H_{\text{iid}} D_t^{1/2} U_t^H$ with $H_{\text{iid}}$, the i.i.d. matrix and $D_r$ and $D_t$, the diagonal matrices consisting of the eigenvalues of the receive and transmit covariance matrices, respectively. The Kronecker model is a special case of the canonical model (and the virtual representation when ULA’s are used): it models the channel based on the marginal (transmit and receive) statistics, whereas the canonical and virtual models characterize the channel based on joint transmit-receive statistics. As a result, the Kronecker model is generally inadequate in accurately capturing channel statistics and leads to biases in predicting performance metrics in realistic scattering environments (see, e.g., [23], [24], [22], [21]).

While the mathematical development in the rest of the paper could be interpreted in terms of the canonical model, we will focus on the virtual representation due to the intuitive physical interpretation associated with it (e.g., the spatial eigenfunctions are beams in the virtual directions).

### B. Channel Statistics and Degrees of Freedom

The statistics of $H$ are characterized by the virtual channel power matrix $\Psi$: $\Psi(m, n) = E[|H_v(m, n)|^2]$ since $H_v(m, n)$ are statistically independent. The matrices $A_t$ and $A_r$ consti-
tute the matrices of eigenvectors for the transmit and receive covariance matrices, respectively: \( E[H^H H] = A_t \Lambda_t A_t^H \) and \( E[HH^H] = A_r \Lambda_r A_r^H \), where \( \Lambda_t = E[H_v^H H_v] \) and \( \Lambda_r = E[H_v H_v^H] \) are the diagonal matrices of transmit and receive eigenvalues (correlation matrices in the virtual domain). We can interpret \( \Psi \) as the joint distribution of channel power as a function of transmit and receive virtual angles. \( \Lambda_t \) and \( \Lambda_r \) serve as the corresponding marginal distributions: \( \Lambda_r(m) = \sum_n \Psi(m, n) \) and \( \Lambda_t(n) = \sum_m \Psi(m, n) \).

We next introduce the notion of degrees of freedom (DoF) in the MIMO channel to motivate and develop a model for sparse multipath channels.

**Definition 1: Independent DoF and Channel Power.** Let \( H, H_v \) and \( \Psi \) denote the channel matrix, its virtual channel matrix and the virtual channel power matrix, respectively. We define \( D \), the number of independent DoF afforded by \( H \) as the number of entries in \( H_v \) with non-vanishing power

\[
D = |\{(m, n) : \Psi(m, n) > 0 \}|. \tag{7}
\]

We also define the channel power, \( \rho_c \), as

\[
\rho_c \triangleq E[\text{Tr}(HH^H)] = E[\text{Tr}(H_v H_v^H)] = \sum_{m=1}^{N} \sum_{n=1}^{N} \Psi(m, n) = \sum_{\ell=1}^{L(N)} N^2 E|\beta_\ell|^2 \tag{8}
\]

where the last equality corresponds to the physical model (4). Due to the path partitioning property of the virtual representation, the DoF reflect the number of resolvable sets of paths that contribute to channel power.

We note that in practice, the threshold of 0 in (7) could be replaced by an appropriate pseudo-noise level \( \epsilon > 0 \), wherein channel entries with variances larger than \( \epsilon \) contribute significantly to channel power and hence channel capacity. Furthermore, \( L(N) \) is in general an increasing function of \( N \) in (4) and (8) since for a fixed antenna spacing, as \( N \) increases, the number of physical paths captured by the arrays increases due to larger array apertures. The following lemma relates channel power scaling with the scaling of \( D \) and \( L(N) \).

**Lemma 1:** Assume that the non-vanishing entries in \( \Psi(m, n) \) and \( N^2 E|\beta_\ell|^2 \), which represent the contribution to channel power of resolvable sets of paths and physical paths, respectively, are \( \mathcal{O}(1) \). Then, the number of independent DoF, \( D(N) \), and the number of physical paths, \( L(N) \),
scale with antenna dimensions at the same rate as the channel power:

\[ \rho_c(N) \sim D(N) \sim L(N). \]  \hspace{1cm} (9)

**Proof:** From (8) and the \( \mathcal{O}(1) \) assumption above, it follows that

\[ \{ L(N), D(N) \} \cdot \mathcal{O}(1) \leq \rho_c(N) \leq \{ L(N), D(N) \} \cdot \mathcal{O}(1). \]  \hspace{1cm} (10)

\[ \square \]

**Remark 1:** We note that the assumption of \( N^2 E|\beta_\ell|^2 \sim \mathcal{O}(1) \) is a technical one related to the fact that the physical scatterers in (4) are modeled as point scatterers. In practice, scattering objects have a finite dimension and as the array aperture increases (with \( N \)), the spatial resolution of the arrays increases in direct proportion to \( N \) (the beamwidths decrease as \( 1/N \)), and as a result the effective power contribution from each scatterer \( E|\beta_\ell|^2 \) decreases as \( 1/N^2 \) which is compensated by the \( N^2 \) transmit-receive array gain, resulting in \( N^2 E|\beta_\ell|^2 \sim \mathcal{O}(1) \). A more detailed discussion of this assumption is beyond the scope of this paper. Our main interest is in the scaling of the DoF, \( D \), with \( N \).

**C. Sparse Channel Modeling**

The implicit assumption that is prevalent in all existing works on channel capacity is that \( \rho_c(N) \sim \mathcal{O}(N^2) \). This assumption is a legacy of the i.i.d. model used in initial results. A key motivation for sparse channel modeling is that this assumption is unrealistic in practice, both from a capacity scaling perspective (based on power conservation arguments) and from the perspective of finite dimensional systems (based on experimental measurement studies). We elaborate on this next.

From a capacity scaling viewpoint, if \( \rho_c \sim \mathcal{O}(N^2) \), then for any signaling scheme that is efficient and does not waste power over the weakest spatial dimensions, the received signal power, \( \text{Tr} \left( E[yy^H] \right) \), increases linearly with \( N \) even though the transmit power is fixed. In particular, the received power with an i.i.d. input that excites all dimensions satisfies

\[
\text{Tr} \left( E[yy^H] \right) \overset{(a)}{\geq} \text{Tr} \left( E[Hx^HxH^H] \right) = \text{Tr} \left( QE[H^H] \right) \overset{(b)}{\geq} \rho \frac{\rho_c(N)}{N} = \mathcal{O}(N) \]  \hspace{1cm} (11)
where (a) follows from ignoring the noise contribution, \( \rho \) is the transmit power, and (b) follows from using an i.i.d. input\(^6\) \( x \) and the channel power normalization of \( \mathcal{O}(N^2) \). While this linear scaling of received power (with antenna dimensions) for a fixed transmit power \( \rho \) may be reasonable for small antenna dimensions\(^7\), it cannot be justified with increasing number of antennas since this would violate the power conservation principle: total average received power cannot exceed the total average transmit power. As a consequence, for sufficiently large \( N \), \( \rho_c(N) < \mathcal{O}(N^2) \) and hence \( D(N) < N^2 \) in view of Lemma 1.

From the viewpoint of capacity of fixed dimension systems, measurement campaigns and statistical characterizations of typical propagation environments, even for relatively small \( N \sim 8 \), show that the DoF in the channel tend to be fewer than the maximum allowable \( N^2 \) degrees of freedom; see, e.g., [7], [8], [9], [10]. Incidentally, this observation, coupled with the prevalent power normalization of \( \rho_c \sim \mathcal{O}(N^2) \), leads to the misleading conclusion that “a correlated channel has higher capacity than an i.i.d. channel at sufficiently low SNR” that has been reported in some recent works [25], [26], [27]. In effect, the channel power is distributed in fewer DoF in a correlated channel than the \( N^2 \) DoF in an i.i.d. setting, resulting in a higher power per DoF in correlated channels which results in higher capacity at low SNR’s [22].

In view of the above observations, we abstract the notion of sparse multipath channels in the following definition.

**Definition 2: Sparse Virtual Channels.** For a given fixed \( N \), an \( N \times N \) virtual channel matrix \( H_v \) is sparse if it contains \( D < N^2 \) non-vanishing coefficients (DoF) corresponding to resolvable sets of paths. For simplicity, we assume that each non-vanishing coefficient is \( \mathcal{CN}(0, 1) \) reflecting the power contributed by the *unresolvable* paths associated with it. From a scaling perspective, the DoF and the channel power in a sparse channel scale at a sub-quadratic rate with \( N \):

\[
D(N) \sim \rho_c(N) \sim \mathcal{O}(N^\gamma) , \quad \gamma \in (0, 2]
\]

Sparse virtual channel matrices provide a model for spatial correlation in \( H \): in general, the sparser the \( H_v \) in the virtual domain, the higher the correlation in the antenna domain \( H \). In

\(^6\)It can be shown rigorously that for a channel with \( \rho_c(N) = \mathcal{O}(N^2) \), the i.i.d. input that excites all dimensions is efficient from a capacity scaling perspective [5].

\(^7\)For small antenna dimensions, the array gain compensates for the \( 1/r^2 \) loss in power due to propagation.
smaller values of $\gamma$ reflect sparse channels, whereas $\gamma = 2$ corresponds to a rich scattering environment and yields the i.i.d. channel model. We also note that even though the assumption that all the non-vanishing virtual channel entries have a unit variance is simplistic, it does capture the underlying trends in capacity scaling with $N$ and also in capacity as a function of SNR. We expect the results and conclusions of this paper to hold even if we assumed that the non-vanishing virtual coefficients satisfy $0 < \Psi(m,n) \leq K < \infty$. The important quantity from the viewpoint of sparsity is the number of DoF, $D$, relative to $N^2$. Moreover, as will see, the 0-1 variance model in the definition of sparse channels is insightful and greatly facilitates closed-form capacity analysis.

**Definition 3: Mask matrices.** It is convenient to model a sparse $N \times N$ matrix $H_v$ with $D < N^2$ DoF as

$$H_v = H_{\text{iid}} \odot M$$

where $\odot$ denotes elementwise product, $H_{\text{iid}}$ is an i.i.d. matrix of $\mathcal{CN}(0,1)$ entries, and $M$ is a mask matrix with $D$ unit entries and zeros elsewhere. It follows that the virtual channel power matrix $\Psi = M$ and the entries of $\Lambda_r$ and $\Lambda_t$ represent the number of non-zero elements in the rows and columns of $M$, respectively.

### III. Problem Formulation

Sparse multipath channels afford a fundamental new degree of freedom that is not available in rich channels: the spatial distribution or configuration of the $D < N^2$ DoF in the available $N^2$ transmit-receive dimensions in the $N \times N$ virtual channel matrix. While the different channel configurations can be created in practice with reconfigurable antenna arrays (see [12] and Section VI), the focus of this paper is to study the impact of different channel configurations on capacity. We assume perfect knowledge of $H$ at the receiver (coherent setting) while the transmitter only knows the channel statistics, $\{\Psi(m,n)\}$, from which the channel DoF, $D$, can be determined. Specifically, we study the impact of channel configuration from two perspectives: 1) capacity scaling as a function of antenna dimensions $N$, and 2) capacity optimization as a function of transmit SNR for a fixed $N$.

For fading channels, capacity is a random variable that depends on the channel realization $H$ and to stress this aspect we denote it here by $C(H)$. We now briefly review the two common
capacity metrics used in the literature: ergodic and outage capacities.

A. Capacity Metrics

A.1 Coherent Capacity

Ergodic capacity is the mean of the capacity random variable where the expectation operation is over the statistics of $H$. The ergodic capacity, $C_{\text{erg}}(N, \rho)$, of a MIMO channel at a transmit SNR of $\rho$ is given by [1], [2]

$$C_{\text{erg}}(N, \rho) \triangleq E[H][C(H)] = \max_{Q : \text{Tr}(Q) \leq \rho} E \left[ \log_2 \det(I + HQH^H) \right] $$

$$= \max_{Q : \text{Tr}(Q) \leq \rho} E \left[ \log_2 \det(I + A_rH_vA_t^H Q A_tH_v^H A_r^H) \right]$$

$$= \max_{Q_v : \text{Tr}(Q_v) \leq \rho} E \left[ \log_2 \det(I + H_vQ_vH_v^H) \right]$$

(14)

where $Q = E[xx^H]$ is the transmit covariance matrix which is trace-constrained by $\rho$, and $Q_v = A_t^HQ A_t$ is the covariance matrix in the virtual domain.

When channel statistics are available at the transmitter, it is shown in [25], [22] that capacity is achieved by a diagonal $Q_v$ in the virtual domain; that is, independent signaling over different virtual beam directions is optimal from a capacity viewpoint. When the channel is regular (see Footnote 5) or when no information is available at the transmitter, uniform-power input, $Q_v = \frac{\rho}{N} I$, is optimal [16]. For general, non-regular correlated channels, full-rank uniform-power $Q_v$ is optimal at high-SNR’s, whereas a rank-1 (beamforming) input is optimal at low-SNR’s (the power is focused on the column of $H_v$ with the largest power). As $\rho$ is increased from low- to high-SNR’s, the rank of the optimal $Q_v$ increases from 1 to $N$. Note that at low- and medium-SNR’s, the optimal input excites a subset of the transmit dimensions and hence couples only a fraction of the channel power to the receiver. This loss in channel power is significant at low-SNR’s. Capacity optimization as a function of SNR studied in this paper, in which the configuration of the $D$ DoF is also considered, is aimed at avoiding this channel power loss at lower SNR’s.

A.2 Outage Capacity

The insufficiency of the ergodic capacity as the sole measure of the information rate that a MIMO channel can support has also been well-documented [28], [2]. The notion of outage
capacity was introduced in [28] to characterize the information rate that a MIMO channel can support with a certain guaranteed probability. Specifically, the outage capacity \( C_{\text{out}, q}(N, \rho) \) at an outage of \( q \% \) is defined as

\[
C_{\text{out}, q}(N, \rho) \triangleq \sup_{R \geq 0} (R) \quad \text{s.t.} \quad \Pr \left( \log_2 \det \left[ I + HQH^H \right] < R \right) \leq \frac{q}{100}.
\] (15)

The outage capacity is the maximum rate of communication that is guaranteed for at least \((100 - q)\%\) of the channel realizations.

While the outage capacity depends on the distribution of \( C(H) \), Gaussian approximations of \( C(H) \) have been shown to be close to the true values in the context of i.i.d. channels [29], semi-correlated\(^8\) channels [30], [31], [32], and spatially uncorrelated, but temporally correlated wideband channels [33]. The weak convergence of the capacity random variable to a Gaussian (in the limit of antenna dimensions) is mathematically proved for the i.i.d. channel in [34] and [35], and under very general assumptions on \( H \) in [36]. Furthermore, numerical and theoretical studies show that the rate of convergence to the asymptotic limits is on the order of the inverse of antenna dimensions, see e.g., [36]. Thus analysis of outage capacity reduces to computing the mean and the variance of the capacity random variable.

Given the mean and variance of \( C(H) \) (\( C_{\text{erg}}(N, \rho) \) and \( \sigma^2(N, \rho) \), respectively), the outage capacity is given by [34]

\[
C_{\text{out}, q}(N, \rho) = C_{\text{erg}}(N, \rho) - x_q \sigma(N, \rho) + o(1)
\] (16)

where \( x_q \) is the unique solution of

\[
\text{erfc} \left( \frac{x_q}{\sqrt{2}} \right) = 2q
\] (17)

with \( \text{erfc} (\cdot) \) denoting the complementary error function. Closed-form results for \( C_{\text{erg}}(N, \rho) \) are known in many cases while the corresponding results for \( \sigma^2(N, \rho) \) (and hence \( C_{\text{out}, q}(N, \rho) \)) are relatively rare.

\[\text{B. Problem Formulation}\]

Since the channel capacity can be equivalently cast in the virtual domain (due to unitary equivalence; see (14)), when there is no confusion, we will use \( H \) and \( Q \) to represent the virtual

\(^8\)A semi-correlated channel is a channel with a separable correlation model where either the transmitter or the receiver is uncorrelated.
counterparts, $H_v$ and $Q_v$, in the rest of the paper. As mentioned earlier, we are interested in studying the impact of different sparse channel configurations on capacity. Thus, for ergodic capacity, we want to solve the following optimization problem

$$C_{\text{opt, erg}}(N, \rho, D) = \max_{\mathcal{H}(D)} \max_{Q : \text{Tr}(Q) \leq \rho} \mathbb{E}_H \left[ \log_2 \det \left( I + HQH^H \right) \right]$$  \hspace{1cm} (18)

where $\mathcal{H}(D)$ is the set of all sparse virtual channel matrices with $D < N^2$ DoF, as defined in Definitions 2 and 3,

$$\mathcal{H}(D) = \{ H : H = H_{\text{std}} \odot M, \text{Tr}(M^HM) = D \}.$$  \hspace{1cm} (19)

We address the following two fundamental questions in this paper.

1. Given a channel power (and DoF) scaling law $\rho_c \sim D \sim \mathcal{O}(N^{\gamma})$, $\gamma \in (0, 2]$, what is the fastest achievable capacity scaling law? Furthermore, which sparse channel configuration achieves the fastest capacity scaling?

We show that for any fixed $\rho$, $C_{\text{opt, erg}}(N, \rho, D)$ cannot scale faster than $\mathcal{O}(\sqrt{\rho_c}) = \mathcal{O}(\sqrt{D})$. We also explicitly characterize the mask matrix $M$ corresponding to the channel configuration that achieves this scaling law. We call this configuration the ideal MIMO channel. The ideal channel corresponds to an optimal distribution of the channel DoF in the signal-space dimensions from a capacity scaling perspective.

2. For a given fixed $N$, does the capacity at any operating SNR depend on the channel configuration? If so, what channel configuration maximizes capacity at any given operating SNR?

For a given fixed $N$, we provide explicit constructions of $M$ as a function of the operating transmit SNR, $\rho$, that characterize the channel configurations that maximize capacity at the corresponding $\rho$. We also show that for all practical purposes, three channel configurations suffice to maximize capacity over the entire SNR range. We call these three configurations the beamforming channel, the ideal channel and the multiplexing channel, respectively. The ideal configuration in this setting is the same configuration that is optimal from a capacity scaling perspective.

Note that the capacity formulation in (18) is fundamentally different from the conventional formulation (14) where the optimization is only over the input covariance matrix $Q$. Furthermore, while closed-form expressions for capacity have only been obtained in the limit of low- or
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high-SNR’s in the conventional formulation, this new formulation enables closed-form capacity characterization at all SNR’s.

C. A Structured Family of Channels

To address the above two questions, we introduce a structured family of mask matrices \( M \) (and corresponding \( H \)’s via Definition 3) that characterize systematically varying configurations of the \( D < N^2 \) DoF in the available \( N^2 \) transmit-receive dimensions in the virtual channel matrix \( H \). For any given \( D \) and \( N \), the family is defined by two parameters \((p, q)\) such that \( D = pq \). The \( D \) DoF are configured to generate a channel matrix that can support \( p \) parallel channels and \( q = D/p \) DoF per parallel channel. As we will show, the ergodic capacities of all channels in the family admit the following simple and intuitive expression

\[
C_{\text{erg}}(N, \rho) \approx p \log \left( 1 + \rho \frac{q}{p} \right) = p \log (1 + \rho_{rx}) \tag{20}
\]

where the received SNR per parallel channel \( \rho_{rx} \) is defined as \( \frac{\mathbb{E}[\|Hx\|^2]}{p} = \rho \frac{D}{p^2} = \rho \frac{q}{p} \).

**Definition 4:** A family of mask matrices. Consider an \( N \times N \) mask matrix \( M \) with \( D = pq \) non-zero entries distributed over \( p \) columns and \( q \) non-zero entries in each column such that \( 1 \leq p \leq N \) and \( 1 \leq q \leq N \). Let \( r = \max(p, q) \). The non-vanishing entries of \( M \) are contained in a \( r \times p \) sub-matrix whose non-zero entries are given by

\[
M((n + m) \mod r, n) = 1, \quad 1 \leq n \leq p, \quad q_- \leq m \leq q_+ \tag{21}
\]

where \( q_- = \lceil -(q - 1)/2 \rceil \) and \( q_+ = \lceil (q - 1)/2 \rceil \).

Note that if \( q \geq p \), the non-vanishing part of \( M \) is a \( q \times p \) matrix of ones (the corresponding part of \( H \) is a \( q \times p \) i.i.d. matrix), whereas if \( q < p \), the non-vanishing part of \( M \) is a \( p \times p \) matrix with essentially \( q \) non-vanishing diagonals\(^9\). Thus, the corresponding channel matrices \( H \) defined via (13) are regular (see Footnote 5), with \( \text{rank}(H) = \min(r, p) = p \) for which the uniform-power input over the \( p \) parallel channels is the optimal transmission scheme [16].

The family of channels is illustrated in Fig. 4. The feasible range for \( p \) depends on the value of \( D \) relative to \( N^2 \) as formalized in the following parametric definitions for \( D, p \) and \( q \).

\(^9\)In the terminology of [4], \( M \) is a \( q \)-connected \( p \)-dimensional matrix.
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Fig. 4. A schematic illustrating the family of channels: (a) \(\gamma \in [0, 1]\) and (b) \(\gamma \in [1, 2]\).

**Definition 5:** **Parameterization of** \(D, p, \) **and** \(q.** Let \(D = \rho_c = N^\gamma, \gamma \in (0, 2]; p = \delta_p N^\alpha, \delta_p = O(1), \alpha \in [0, 1];\) and \(q = \frac{1}{\delta_p} N^{\gamma - \alpha}\) in Definition 4. For a given \(\gamma,\) the feasible range for \(\alpha\) is

\[
\alpha_{\min} \triangleq \max (\gamma - 1, 0) \leq \alpha \leq \min (\gamma, 1) \triangleq \alpha_{\max}.
\]
Note that for \(0 < \gamma \leq 1\), \(\alpha_{\text{min}} = 0\) and \(\alpha_{\text{max}} = \gamma\). For \(1 \leq \gamma \leq 2\), \(\alpha_{\text{min}} = \gamma - 1 \geq 0\) and \(\alpha_{\text{max}} = 1\). We next identify three distinct regimes for \(p\) which correspond to three distinct canonical channel configurations and result in distinct capacity behaviors, both from a scaling perspective and also as a function of SNR.

**Beamforming regime** (\(H_{\text{bf}}\)):
\[
\alpha \in \left[\alpha_{\text{min}}, \frac{\gamma}{2}\right] \iff p = o(q) \text{ and } \rho_{\text{rx}} \to \infty \text{ as } N \to \infty.
\]

**Ideal regime** (\(H_{\text{id}}\)):
\[
\alpha = \frac{\gamma}{2} \iff p = \mathcal{O}(q). \text{ Define } \kappa_0 = \lim_{N \to \infty} \frac{q}{p} = \frac{1}{\delta_p} = \mathcal{O}(1). \text{ In this regime, } \rho_{\text{rx}} \to \kappa_0 p \text{ as } N \to \infty.
\]

**Multiplexing regime** (\(H_{\text{mux}}\)):
\[
\alpha \in \left(\frac{\gamma}{2}, \alpha_{\text{max}}\right] \iff q = o(p) \text{ and } \rho_{\text{rx}} \to 0 \text{ as } N \to \infty.
\]

The channels in the family morph from the beamforming regime to the multiplexing regime through the ideal regime as \(p\) is increased from \(p_{\text{min}} (\alpha_{\text{min}})\) to \(p_{\text{max}} (\alpha_{\text{max}})\) through \(p_{\text{id}} (\alpha_{\text{id}})\), as illustrated in Fig. 4. Three canonical channel configurations, one from each regime, corresponding to \(\alpha = \alpha_{\text{min}}, \frac{\gamma}{2}\) and \(\alpha_{\text{max}}\), will be referred to as beamforming, ideal and multiplexing channels and will be denoted by \(H_{\text{bf}}, H_{\text{id}}\) and \(H_{\text{mux}}\), respectively. We note that when \(\gamma = 2\), \(\alpha_{\text{min}} = \alpha_{\text{max}} = 1\), all channel configurations essentially reduce to \(H_{\text{id}} = H_{\text{iid}}\) in which \(p = q = N\) and the resulting channel is the familiar \(N \times N\) i.i.d. channel. In the rest of the paper, we will assume that \(p\) and \(q\) are integers for any feasible value of \(p\). This is because, as shown in Appendix I, non-integer values of \((p, q)\) for any given \(\alpha\) and \(\delta_p\) can be realized as a linear combination of four integer configurations: \((\lfloor p \rfloor, \lfloor q \rfloor), (\lfloor p \rfloor, \lceil q \rceil), ([p], \lfloor q \rfloor), ([p], [q])\).

The desired channel configuration with non-integer \((p, q)\) can be realized by appropriately time-sharing between the four integer \((p, q)\) configurations.

### IV. Capacity Scaling as a Function of Antenna Dimensions

In this section we study the asymptotic behavior of ergodic and outage capacity as a function of the number of antennas for the family of sparse channels introduced in Sec. III-C. We first obtain a fundamental limit on ergodic capacity scaling for any given scaling of channel power or DoF. We then show that the asymptotic ergodic capacity of all channels in the family admits a simple closed-form approximation. In particular, the ideal channel configuration achieves the limit on ergodic capacity scaling and thus yields the fastest scaling for any power or DoF scaling. We then demonstrate the asymptotic accuracy of the approximate formula and also analyze the asymptotic outage capacity behavior of the different channel configurations.
A. Ergodic Capacity

A.1 Fundamental Limit on Capacity Scaling

We first compute a fundamental limit on capacity scaling for s sparse channels with a given channel power or DoF scaling.

**Theorem 1:** Let $H(D)$ denote the family of sparse virtual channel matrices with $D$ DoF defined in (19). Then, $C_{\text{opt, erg}}(N, \rho, D)$ defined in (18) admits the following upper bound for any transmit SNR $\rho$

$$C_{\text{opt, erg}}(N, \rho, D) \leq O(\sqrt{D}) = O(\sqrt{\rho_c}).$$

(22)

In particular, with $\rho_c \sim D \sim O(N^{\gamma})$, the capacity cannot scale faster than $O(N^{\gamma/2})$.

**Proof:** See Appendix II.

The importance of the above theorem is that no matter how the spatial DoF are distributed, the capacity of a sparse channel cannot exceed $O(\sqrt{D}) = O(\sqrt{\rho_c}) = O(N^{\gamma/2})$, thus providing a benchmark to compare the capacities of different channel configurations in the family. In [5], we show that if the channel power scales as $\rho_c \sim O(N^\gamma)$, then uniform power transmission leads to a mutual information scaling of $O(N^{\gamma-1})$. Note that $\gamma - 1$ is strictly smaller than $\gamma/2$ if $\gamma < 2$. Thus it is of interest to study if the fundamental limit in Theorem 1 is indeed achievable. This is discussed next.

A.2 Capacity Analysis of Different Channel Configurations

We now analyze the capacity of the family of channels introduced in Section III-C. The proofs of the results have been relegated to Appendix III. We show that, remarkably, the ergodic capacity of all channels in the family admits the following simple approximation

$$C_{\text{erg}}(N) \approx p \log (1 + \rho_{rx}) = p \log \left(1 + \rho \frac{q}{p}\right) \triangleq C_{\text{appx}}(N).$$

(23)

In the above formula, capacity is controlled by the number of parallel channels $p = \delta_p N^\alpha$ (multiplexing gain) and the received SNR per parallel channel $\rho_{rx} = \rho \frac{q}{p} = \rho \frac{\rho_c}{\rho_p^2}$. $H_{\text{bf}} (\alpha = \alpha_{\text{min}})$ and $H_{\text{mux}} (\alpha = \alpha_{\text{max}})$ represent two extremes in which the DoF are distributed to emphasize $\rho_{rx}$ and $p$, respectively, at the expense of the other quantity. $H_{\text{id}} (\alpha = \alpha_{\text{id}}) \triangleq \frac{\gamma}{2}$ represents an ideal distribution in which $\rho_{rx}$ is kept constant. Increasing $\alpha$ from $\alpha_{\text{min}}$ to $\alpha_{\text{id}} = \frac{\gamma}{2}$ converts $H_{\text{bf}}$ to
$H_{\text{id}}$ ($p$ increases while $\rho_{\text{rx}}$ decreases) while decreasing $\alpha$ from $\alpha_{\text{max}}$ to $\alpha_{\text{id}} = \frac{\gamma}{2}$ converts $H_{\text{mux}}$ to $H_{\text{id}}$ ($p$ decreases and $\rho_{\text{rx}}$ increases).

The goal of this sub-section is to establish the validity of this asymptotic approximation to ergodic capacity. However, before we do that, we note that the above approximate capacity expression implies that the ideal configuration with $p = q = \mathcal{O}(\sqrt{\rho_0}) = \mathcal{O}(\sqrt{D})$ achieves the fastest capacity scaling identified in Theorem 1; that is, $C_{\text{erg, id}}(N) \approx \sqrt{D} \log(1 + \rho_0) = \mathcal{O}(\sqrt{D})$. Furthermore, it is easy to see that since $p = o(q)$ in the beamforming regime and $q = o(p)$ in the multiplexing regime, we have $C_{\text{erg, bf}} = o(C_{\text{erg, id}})$ and $C_{\text{erg, mux}} = o(C_{\text{erg, id}})$. That is, the capacity of the ideal channel configuration dominates the capacity of the beamforming or multiplexing configurations and achieves the fastest scaling limit in Theorem 1.

![Fig. 5](image-url). The capacities of the beamforming, ideal, and multiplexing channel configurations as a function of $N$ for three different values of $\rho$: 0, 5, and 15 dB. The plots are based on the approximate expression (23) and the single-antenna AWGN capacity is also plotted for comparison.
The optimality of the ideal channel configuration from a scaling perspective is illustrated in Fig. 5 for $D = N^\gamma$, $\gamma = 1$. We use $C_{\text{appx}}(N)$ in (23) to plot $C_{\text{erg, bf}}(N)$ ($p = 1; \alpha = \alpha_{\text{min}} = 0$), $C_{\text{erg, id}}(N)$ ($p = \sqrt{N}; \alpha = \alpha_{\text{id}} = 0.5$) and $C_{\text{erg, mux}}(N)$ ($p = N; \alpha = \alpha_{\text{max}} = 1$) on a log-log scale as a function of $N$ for three SNR’s: $\rho = 0.5$ and 15 dB. The capacity of the single-antenna AWGN channel at the corresponding SNR’s is also plotted for comparison. As evident, at low-SNR, the beamforming channel initially dominates for small $N$ – $C_{\text{erg, mux}}(N, \rho) < C_{\text{erg, id}}(N, \rho) < C_{\text{erg, bf}}(N, \rho)$ – but the ideal channel eventually dominates as $N$ gets large. On the other hand, at high-SNR, the multiplexing channel initially dominates – $C_{\text{erg, bf}}(N, \rho) < C_{\text{erg, id}}(N, \rho) < C_{\text{erg, mux}}(N, \rho)$ – but the ideal channel eventually dominates as $N$ gets large. In Section V, we will explore this observation further when we analyze the capacity of the different configurations as a function of SNR for a finite $N$.

We now demonstrate the accuracy of the approximate capacity expression in (23) for the three regimes in the family of channels. We start with the beamforming regime.

**Theorem 2:** Let $H$ be a $q \times p$ channel in the beamforming regime ($p = o(q)$) with $D = pq$ and $\kappa_0 = \frac{q}{p}$. Define $t = \frac{\rho\sqrt{\kappa_0}}{1 + \rho \kappa_0}$ and the normalized capacity $C_{\text{norm, bf}}(N) = \frac{C_{\text{erg, bf}}(N)}{C_{\text{appx}}(N)}$. If $\gamma \in (0, 1]$, in the asymptotics of $N$, the ergodic capacity $C_{\text{erg, bf}}(N)$ is given by

$$C_{\text{erg, bf}}(N) = p \log_2 (1 + \rho \kappa_0) = C_{\text{appx}}(N).$$

(24)

However, if $\gamma \in (1, 2)$, the asymptotic ergodic capacity is given by

$$C_{\text{erg, bf}}(N) = \frac{p \log_2 (1 + \rho \kappa_0)}{2} + \frac{\log_2(e)p}{2t^2} \left(1 - \sqrt{1 - 4t^2}\right) - \log_2(e)p,$$

(25)

$$C_{\text{norm, bf}}(N) = 1 + \Delta C_{\text{bf}}(N)$$

where the correction term satisfies

$$|\Delta C_{\text{bf}}(N)| \approx \frac{1}{\log_2 (1 + \rho \kappa_0)} \cdot \left(\log_2(e) \frac{1}{2\kappa_0} + \log_2 \left(1 - \frac{1}{\kappa_0} - \frac{1}{\kappa_0^2}\right)\right)$$

$$= \mathcal{O} \left(\frac{1}{\kappa_0 \log_2 (1 + \rho \kappa_0)}\right) \to 0.$$  

(26)

Among all channels in the beamforming regime, the smallest value for the correction term is achieved by the beamforming channel that uses $\alpha = \alpha_{\text{min}}$. However, $\kappa_0 \to \infty$ as $N \to \infty$.
for every channel in this regime and hence the correction term $\Delta C_{bf}(N) \to 0$ for all $\rho$. Thus, $C_{\text{appx}}(N)$ is a very good asymptotic approximation of the exact capacity at all SNR’s. For a fixed $N$, note that $\Delta C_{bf}(N)$ takes the largest value in the low-SNR regime.

The capacity in the ideal regime is characterized next.

Theorem 3: Let $H_{\text{id}}$ be a $q \times p$ ideal channel $(p = O(q))$ and let $\kappa_0 = \frac{q}{p}$. If $\kappa_0 \geq 1$, then in the limit of $N$, the capacity of $H_{\text{id}}$ is given by

$$C_{\text{erg}, \text{id}}(N) = q \cdot \left( \log_2 \left( 1 + \rho - \rho h \right) + \frac{1}{\kappa_0} \log_2 \left( 1 - \rho h + \rho \kappa_0 \right) - \log_2(e) \frac{h}{\kappa_0} \right)$$

$$h = \frac{1}{2} \left[ 1 + \kappa_0 + \frac{1}{\rho} - \sqrt{\left( 1 + \kappa_0 + \frac{1}{\rho} \right)^2 - 4\kappa_0} \right]. \quad (27)$$

However, if $\kappa_0 < 1$, we have

$$\frac{C_{\text{erg}, \text{id}}(N)}{\log_2(e)} = p \cdot \left( \log_2 \left( \frac{1 + 2\rho \kappa_0 + \sqrt{1 + 4\rho \kappa_0}}{2} \right) + \frac{\sqrt{1 + 4\rho \kappa_0} - (1 + 2\rho \kappa_0)}{2\rho \kappa_0} \right). \quad (28)$$

We now investigate the closeness of $C_{\text{erg}, \text{id}}(N)$ to $C_{\text{appx}}(N)$ as a function of SNR.

Proposition 1: Define the normalized capacity $C_{\text{norm}, \text{id}}(N) = \frac{C_{\text{erg}, \text{id}}(N)}{C_{\text{appx}}(N)} = 1 + \Delta C_{\text{id}}(N)$ where $\Delta C_{\text{id}}(N)$ is the correction term. Then, $\Delta C_{\text{id}}(N)$ can be well-approximated in the low- and the high-SNR extremes as

$$|\Delta C_{\text{id}}(N)| \approx \begin{cases} \text{as } \rho \to 0 & \text{by } \begin{cases} \frac{5}{2} \rho (1 + \kappa_0), & \kappa_0 > 1 \\ 5\rho \kappa_0, & \kappa_0 \leq 1. \end{cases} \\ \text{as } \rho \to \infty & \text{by } \begin{cases} \frac{\log \left( \frac{\rho \kappa_0}{\kappa_0} \right)}{\log(\rho)}, & \kappa_0 > 1 \\ \frac{1}{\log(\rho \kappa_0)}, & \kappa_0 \leq 1. \end{cases} \end{cases}$$

Proof: See Appendix III. 

It is easy to see that in either SNR extreme, the correction terms vanish and $C_{\text{appx}}(N)$ is accurate. While characterizing the accuracy of $C_{\text{appx}}(N)$ in the medium-SNR regime seems harder, numerical results (see the ensuing discussion) show that $C_{\text{appx}}(N)$ provides a reasonably good fit to the exact capacity value at all SNRs.

The capacity of channels in the multiplexing regime is characterized next.

Theorem 4: Let $H$ be a channel in the multiplexing regime $(q = o(p))$. In the asymptotics of
the ergodic capacity $C_{\text{erg,mux}}(N)$ is given by

$$
\frac{C_{\text{erg,mux}}(N)}{\log_2(e)} = 2p \log_e \left( \frac{1 + \sqrt{1 + 4\rho \kappa_0}}{2} \right) - p \frac{\sqrt{1 + 4\rho \kappa_0} - 1}{\sqrt{1 + 4\rho \kappa_0} + 1}
$$

(29)

The correction term to the normalized capacity $\Delta C_{\text{mux}}(N)$ satisfies $|\Delta C_{\text{mux}}(N)| \approx \frac{\rho_{\text{cap}}}{2}$ where $\kappa_0 = \frac{q}{p} \to 0$ as $N \to \infty$.

Among all the channels in the multiplexing regime, the smallest value for the correction term is achieved by the channel with the largest $p$ ($\alpha = \alpha_{\text{max}}$). However, in the asymptotics of $N$, $\kappa_0$ (and hence the correction term) vanishes for every channel in this regime. Thus, $C_{\text{appx}}(N)$ is a very good asymptotic approximation of the exact capacity at all SNRs. In contrast to the beamforming channel, when $N$ is fixed, the correction term is largest at high-SNR.

In Fig. 6, we consider a sparse channel with $D = N$ ($\gamma = 1$) and plot the capacities of the beamforming ($p = 1$), ideal ($p = \sqrt{N}$) and multiplexing ($p = N$) configurations as a function of $N$ for three values of $\rho$: 0, 5 and 15 dB. Three curves are plotted in each figure: the Monte Carlo estimates of capacity, the random matrix theory (RMT)-based expressions proved in Theorems 2 - 4 and the approximate capacity expression $C_{\text{appx}}(N)$. Fig. 6 illustrates the closeness of the RMT-based expressions to those obtained from Monte Carlo averaging for all the three channels. On the other hand, the plot also shows that the approximate capacity expressions are reasonably accurate at all SNRs for all the configurations. However, the mismatch between $C_{\text{appx}}(N)$ and the exact expressions is largest at low-, medium- and high-SNR’s for the beamforming, ideal and multiplexing configurations, respectively, consistent with our theoretical results above. Furthermore, consistent with our theoretical results, the mismatch between exact and approximate capacity expressions vanishes in the limit of large $N$ for both the beamforming and multiplexing channels; the mismatch vanishes for the ideal channel only in the limit of low- or high-SNR. Finally, observe that while $C_{\text{appx}}(N)$ typically overestimates the Monte Carlo capacity for all channel configurations and SNRs, the asymptotic exact expressions underestimate the Monte Carlo capacity, converging to it as $N$ becomes larger.

The above results demonstrate the accuracy and validity of the approximate capacity expression in (23) even for finite values of $N$ and we will use this approximate expression in the analysis of capacity as a function of SNR in Section V.

We have already noted that for a sparse channel with $\rho_c = D = N^\gamma$, the ideal channel configuration with $p = \mathcal{O}(N^{\gamma/2})$ achieves the fastest capacity scaling. The next result gives a
precise characterization of the ideal channel configuration by characterizing the constant $\delta_p$ in $p = \delta_p N^{\gamma}$ as a function of the SNR $\rho$.

**Proposition 2:** For any given channel power/DoF scaling law $\rho_c = D = N^\gamma$, $\gamma \in (0, 2]$, and transmit SNR of $\rho$, the ideal channel characterized by

$$p_{id} \approx \sqrt{\frac{\rho D}{4}} = \sqrt{\frac{\rho}{2}} N^{\gamma/2} \quad q_{id} \approx \sqrt{\frac{4D}{\rho}} = \frac{2}{\sqrt{\rho}} N^{\gamma/2} \quad (30)$$

maximizes the capacity among all possible channel configurations at the given $\rho$. Moreover, the ideal channel achieves the fundamental limit in Theorem 1 and is optimal from an ergodic
capacity scaling perspective

\[ C_{\text{erg, id}}(N) = \mathcal{O} \left( \sqrt{\rho_c} \right) = \mathcal{O} \left( \sqrt{D} \right) = \mathcal{O} \left( N^{\gamma/2} \right). \]  

**Proof:** Consider the first and second derivatives of \( C_{\text{appx}}(N) \) with respect to \( p \). Defining \( x = \frac{\rho_c}{p^2} = \frac{e^{N^\gamma}}{p^2} \), the derivatives turn out to be

\[
\dot{C}_{\text{appx}}(N) \triangleq \frac{dC_{\text{appx}}(N)}{dp} = \log_2(e) \cdot \left( \log_2(1 + x) - \frac{2x}{1 + x^2} \right)
\]

\[
\ddot{C}_{\text{appx}}(N) \triangleq \frac{d\dot{C}_{\text{appx}}(N)}{dp} = \log_2(e) \cdot \frac{2x(1 - x)}{(1 + x)^2}.
\]

We note that \( \dot{C}_{\text{appx}}(N) < 0 \) for \( x < x_0 \) and \( \dot{C}_{\text{appx}}(N) > 0 \) for \( x > x_0 \) where \( x_0 \approx 4 \) while \( \ddot{C}_{\text{appx}}(N) > 0 \) for \( x < 1 \) and \( \ddot{C}_{\text{appx}}(N) < 0 \) for \( x > 1 \). Thus, the capacity is maximized at \( x_0 = \frac{e^{N^\gamma}}{p^2} = \frac{e^{\rho_c}}{p^2} \approx 4 \), from which the expressions for the pair \((p_{\text{id}}, q_{\text{id}})\) in (30) follow.

We note that in Fig. 5, the curves for \( \rho = 5 \) dB represent the optimal choice of \( p_{\text{id}} = \sqrt{N} \) according to (30): the ideal configuration dominates the beamforming and multiplexing configurations for all values of \( N \). The above result will also be useful in our analysis of capacity as a function of SNR. In particular, the proof of the above result also reveals an inflection point in the approximate capacity expression as a function of \( p \) (change in the sign of the second derivative).

### A.3 Remarks

- Information (either direct or indirect) on the convergence and the limit of the empirical eigenvalue distribution of an appropriately normalized version of \( H^H H \) played a very crucial role in evaluating the capacities of the different channel configurations in closed-form. A striking commonality of the three regimes is that when normalized by \( C_{\text{appx}}(N) \), the empirical eigenvalue distributions of the different channel configurations converge. The difference, however, is that the limit of convergence critically depends on the ratio \( \kappa_0 = \frac{q}{p} \), which is different in the three cases. The limiting distributions could be very different as elucidated by Lemmas 2 - 4 in Appendix III. The critical difference is that when \( \frac{q}{p} \to \infty \) with \( N \) in the beamforming regime, the matrix \( H^H H \) to its ensemble average \( E[H^H H] \). Thus its eigenvalues converge to those of \( E[H^H H] \). On the other hand, while the eigenvalues of channel configurations from the multiplexing and ideal regimes converge in the limit, the matrices themselves do not converge (under
any distance metric). This is a very important distinction between the beamforming regime and the other channel configurations.

- The optimality of the ideal channel can also be illustrated by the following heuristic, albeit non-rigorous, approach, which is very similar to that in [17]. Consider a channel with a channel power $\rho_c$ and assume that signaling is done by exciting $k$ of the $N$ possible dimensions equally\(^\text{10}\).

The average mutual information $I(N)$ achieved by this signaling is

$$I(N) = \mathbb{E} \left[ \sum_{i=1}^{k} \log_2 \left( 1 + \lambda_i \left( H Q H^H \right) \right) \right]$$

\[\approx k \log_2 \left( 1 + \lambda_{\text{avg}} \left( H Q H^H \right) \right)\]

\[= k \log_2 \left( 1 + \frac{\mathbb{E} \left[ \text{Tr} \left( H Q H^H \right) \right]}{k} \right)\]

\[= k \log_2 \left( 1 + \frac{\rho \mathbb{E} \left[ \text{Tr} \left( H_k H_k^H \right) \right]}{k^2} \right)\]

\[\approx k \log_2 \left( 1 + \frac{\rho \rho_c}{k^2} \right)\] (33)

where $\lambda_{\text{avg}} \left( H Q H^H \right)$ is the average eigenvalue of $H Q H^H$, (a) follows from the fact that even though the largest and smallest eigenvalues of $H Q H^H$ could exhibit significantly different statistical behavior, a bulk of the eigenvalues are statistically similar to the average eigenvalue, $H_k$ is the matrix formed from $H$ by retaining the $k$ excited columns alone and (b) follows if $\mathbb{E} \left[ \text{Tr} \left( H_k H_k^H \right) \right] = \rho_c$. It is not difficult to see that if $H$ has only $k$ non-vanishing columns, then $k = O \left( \sqrt{\rho_c} \right)$, which corresponds to the ideal channel, maximizes (33).

### B. Outage Capacity

We now study the asymptotic behavior of outage capacity of the family of channels introduced in Section III-C. The following proposition characterizes the variances of capacity of channels in the beamforming, ideal and multiplexing regimes in the limit of antenna dimensions.

**Proposition 3:** Let $\sigma_{bf}^2(N)$, $\sigma_{id}^2(N)$ and $\sigma_{mux}^2(N)$ be the variances of capacity of the channel configurations in the beamforming, ideal and multiplexing regimes in the limit of antenna dimensions.

\(^{10}\)For simplicity, we assume that $H$ is permuted so that the columns of $H$ are arranged in order of decreasing column power. Then, the input covariance matrix that we use is given by $Q = \frac{k}{\rho_c} D$ where $D$ is a diagonal matrix with ones in the first $k$ diagonal entries.
dimensions. We then have

\[
\sigma_{\text{bf}}^2(N) = \begin{cases} 
\left( \frac{\log_2(e)}{\kappa_0} \right)^2 \to 0 & \text{if } p \text{ is finite,} \\
\left( \frac{\log_2(e)}{1 + \kappa_0 + \frac{1}{p}} \right)^2 \to 0 & \text{if } p \to \infty 
\end{cases}
\]

\[
\sigma_{\text{id}}^2(N) = \begin{cases} 
\left( \log_2(e) \right)^2 \cdot \log_2 \left( \frac{1}{1 - \kappa_0} \right) & \text{if } \kappa_0 \geq 1, \\
\left( \log_2(e) \right)^2 \cdot \log_2 \left( \frac{1}{h^2} \right) & \text{if } \kappa_0 < 1
\end{cases}
\]

\[
\sigma_{\text{mux}}^2(N) = \left( \log_2(e) \right)^2 \cdot \rho^2 \kappa_0^2 \to 0
\]

where \( h \) is given in (27), \( h_1 = \frac{1 + 2 \rho \kappa_0 - \sqrt{1 + 4 \rho \kappa_0}}{2 \rho \kappa_0} \) and \( \kappa_0 = \frac{q}{p} \).

**Proof:** See Appendix IV. \( \blacksquare \)

Given that the means and variances of capacity are computed in closed form in Theorems 2–4 and Proposition 3, the formulas for outage capacity \( C_{\text{out},q,\bullet}(N) \) follow from (16):

\[
C_{\text{out},q,\bullet}(N) = C_{\text{erg},\bullet}(N) - x_q \sigma_{\bullet}(N) + o(1)
\]

where \( x_q \) satisfies \( \text{erfc} \left( \frac{x_q}{\sqrt{2}} \right) = 2q \). Note that the variance of each channel configuration satisfies \( \frac{\sigma_{\bullet}(N)}{C_{\text{erg},\bullet}(N)} \to 0 \) in the asymptotics of \( N \), apart from the fact that \( \sigma_{\text{bf}}(N) \) and \( \sigma_{\text{mux}}(N) \) converge to 0. The trends of outage capacities in the antenna asymptotics are therefore very similar to those of the ergodic capacities and hence we do not plot them separately.

**V. Capacity as a Function of SNR**

In this section, we consider a fixed number of antennas and study the impact of the different sparse channel configurations defined in Section III-C on capacity as a function of SNR. Our starting point is the asymptotic capacity analysis in Section IV based on random matrix theory which demonstrated the accuracy of the approximate closed-form capacity expression (23) in the limit of large antenna dimension \( N \). It has been shown by several recent results that the convergence of finite antenna capacity to asymptotic estimates is usually fast. In particular, numerical as well as theoretical results show that this convergence is on the order of the inverse of antenna dimension, see e.g., [36] and Fig. 6. Thus, we assume that \( N \) is sufficiently large and base our analysis on the approximate capacity expression (23). We first address the behavior of ergodic capacity and then discuss outage capacity as a function of SNR.
A. Ergodic Capacity

We first reproduce the approximate capacity expression (23) here to emphasize the dependence on parameters relevant to this section

\[ C_{\text{erg}}(N, D, p, \rho) \approx p \log (1 + \rho_{rx}) = p \log \left(1 + \rho \frac{q}{p}\right) \triangleq C_{\text{appx}}(N, D, p, \rho). \] (36)

The above formula reveals a fundamental new **multiplexing gain–received SNR trade-off** in sparse channels with \( \rho_c = D < N^2 \). There exists a tension between the multiplexing gain \( p \) and the received SNR, \( \rho_{rx} = \rho \frac{q}{p} = \rho \frac{\rho_c}{p^2} \). Increasing \( p \) comes at the cost of \( \rho_{rx} \) and **vice versa**. The impact of this tradeoff on ergodic capacity is vividly illustrated in Fig. 3 in which \( C_{\text{appx}}(N, D, p, \rho) \) is plotted as a function of \( \rho \) for \( N = 25 \) and \( D = N (\gamma = 1) \). The plot shows the curves for the three canonical configurations – beamforming \( (p = p_{\text{min}} = 1) \), ideal \( (p = p_{\text{id}} = \sqrt{N}) \), and multiplexing \( (p = p_{\text{max}} = N) \) – as well as the capacities of 10 channel configurations corresponding to equally spaced values of \( \alpha \in [0, 1] \) which span the whole range of \( \rho \) between \( p_{\text{min}} \) and \( p_{\text{max}} \) via \( p = N^\alpha \). Fig. 3 shows that there exist SNR’s \( \rho_{\text{low}} \) and \( \rho_{\text{high}} \) so that the beamforming configuration yields highest capacity for \( \rho \leq \rho_{\text{low}} \) and the multiplexing configuration yields highest capacity for \( \rho \geq \rho_{\text{high}} \). For the intermediate SNR range, \( \rho_{\text{low}} < \rho < \rho_{\text{high}} \), the optimal (capacity-maximizing) channel configuration continuously transitions from beamforming to multiplexing channel through the ideal configuration. Furthermore, while the beamforming and multiplexing configurations exchange roles in the low- and high-SNR regimes, the ideal configuration is a robust choice whose capacity lies between the two extremes. The optimal channel configuration at any SNR optimizes the multiplexing gain–\( \rho_{rx} \) trade-off for maximizing capacity. At low-SNR’s, the beamforming configuration is optimal and maximizes \( \rho_{rx} \) at the cost of \( p \). At high-SNR’s, the multiplexing configuration is optimal and maximizes \( p \) at the cost of \( \rho_{rx} \). The ideal configuration is a robust intermediate choice that yields \( \rho_{rx} = \rho \).

The next result precisely characterizes the optimal capacity-maximizing channel configuration as a function of SNR for a given \( N \) and \( \rho_c = D < N^2 \) using the approximate expression (36). It builds on Proposition 2, that characterizes the optimal (ideal) channel configuration from a capacity scaling viewpoint: \( p_{\text{id}} = \sqrt{\frac{pD}{4}}, q_{\text{id}} = \sqrt{\frac{4D}{\rho}} \). Reinterpreting this result for a fixed \( N \) and \( D \) yields the capacity maximizing value of \( p \) as a function of SNR.

**Proposition 4:** **Capacity-maximizing configuration as a function of SNR.** For a given fixed
N, let $\rho_c = D = N\gamma$, $\gamma \in (0, 2]$ and define $\alpha^* \triangleq \min(\gamma, 2 - \gamma)$, $\alpha_{\min} = \max(\gamma - 1, 0)$, $\alpha_{\max} = \min(\gamma, 1)$. The optimal capacity-maximizing channel configuration at any given operating transmit SNR $\rho$ is characterized by $p_{\text{opt}}$ given by

$$p_{\text{opt}}(\rho) \approx \begin{cases} N^{\alpha_{\min}}, & \rho < \rho_{\text{low}} \\ \frac{\sqrt{\rho D}}{2} = \frac{\sqrt{\rho}}{2} N^{\gamma/2}, & \rho \in [\rho_{\text{low}}, \rho_{\text{high}}] \\ N^{\alpha_{\max}}, & \rho > \rho_{\text{high}} \end{cases} \quad (37)$$

where $\rho_{\text{low}} \triangleq \frac{4}{N^{\alpha^*}}$, and $\rho_{\text{high}} \triangleq 4 N^{\alpha^*}$.

**Proof:** Recall the two different feasible ranges for $p$ depending on $\gamma$. For $\gamma \in (0, 1)$, $p$ varies from $p_{\min} = 1$ to $p_{\max} = N^{\gamma}$. For $\gamma \in [1, 2]$, $p$ varies from $p_{\min} = N^{\gamma - 1}$ to $p_{\max} = N$.

The first derivative of $C_{\text{appx}}(N, \rho)$ vanishes when

$$\frac{\rho p_c}{\rho^2} = \frac{\rho N^\gamma}{p^2} \approx 4 \quad (38)$$

which characterizes the capacity-maximizing point. Solving $\rho_{\text{low}} = 4p_{\min}^2/N^\gamma$, it is easy to check that a common representation for $\rho_{\text{low}}$ in both cases above is $\rho_{\text{low}} = \frac{4}{N^{\alpha^*}}$. Similarly, solving $\rho_{\text{high}} = 4p_{\max}^2/N^\gamma$ yields the value of $\rho_{\text{high}}$ stated in the proposition in both cases. In the intermediate regime, $p_{\text{opt}}$ directly follows from (38).

The capacity-maximizing $p_{\text{opt}}(\rho)$ characterized in the above result optimizes the multiplexing gain–received SNR trade-off at $\rho$.

Using Proposition 4, we get the theoretical estimates $\rho_{\text{low}} \approx -8$ dB and and $\rho_{\text{high}}(N) \approx 20$ dB for the channel configurations ($N = 25$, $\gamma = 1$) illustrated in Fig. 3. In the figure, we observe that the beamforming channel is indeed optimal for $\rho < -8$ dB and the multiplexing channel is optimal for $\rho > 19$ dB. The value of $p_{\text{opt}}$ characterized in Prop. 4 for the intermediate SNR range, $\rho \in [\rho_{\text{low}}, \rho_{\text{high}}]$, is illustrated by the dotted curves in the figure which plot

$$C_{\text{appx},\alpha}(N, \rho) \triangleq N^\alpha \log \left(1 + \rho N^{\gamma - 2\alpha}\right) \quad (39)$$

corresponding to $p = N^\alpha$ and $q = N^{\gamma - \alpha}$ for 10 equally spaced values of $\alpha \in [0, 1]$. For each intermediate-SNR, there is a $C_{\text{appx},\alpha}(N, \rho)$ curve that yields the maximum capacity.

For the same case considered above, Fig. 7 shows capacity as a function of SNR for the beamforming, ideal and multiplexing channels. Capacity estimates obtained via Monte Carlo methods
are seen to be close to the RMT-based results proved earlier and the approximate capacity formula $C_{\text{appx}}(N, \rho)$ is close to these values for all channel configurations and SNRs.
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Fig. 7. Estimates for capacity of beamforming, ideal and multiplexing channels for $N = 25$ and $\gamma = 1$ based on Monte Carlo simulations, Theorems 2-4 and approximate capacity formula. Also shown are $\rho_{\text{low}}$, $\rho_{\text{high}}$, $\tilde{\rho}_{\text{low}}$ and $\tilde{\rho}_{\text{high}}$.

A.1 Remarks

- While Proposition 4 states the precise value of $p_{\text{opt}}$ for any $\rho \in [\rho_{\text{low}}, \rho_{\text{high}}]$, from Fig. 3 we note that the ideal channel configuration with $p_{\text{id}} = N^{\gamma/2}$ serves as a robust fixed configuration in this intermediate range. Thus, for all practical purposes, the three canonical configurations – beamforming ($p = p_{\text{min}}$), ideal ($p = p_{\text{id}}$) and multiplexing ($p = p_{\text{max}}$) – accurately approximate...
the capacity-maximizing configuration over the entire range. That is,

\[ p_{opt}(\rho) = \begin{cases} 
  p_{\min} = N^{\alpha_{\min}} & \rho < \tilde{\rho}_{\text{low}} \\
  p_{id} = N^{\gamma/2} & \tilde{\rho}_{\text{low}} \leq \rho \leq \tilde{\rho}_{\text{high}} \\
  p_{\max} = N^{\alpha_{\max}} & \rho > \tilde{\rho}_{\text{high}} 
\end{cases} \]  (40)

where \( \tilde{\rho}_{\text{low}} \) and \( \tilde{\rho}_{\text{high}} \) are the solutions to the following equations

\[ N^{\alpha_{\min}} \log(1 + \tilde{\rho}_{\text{low}}N^{\gamma-2\alpha_{\min}}) = N^{\gamma/2} \log(1 + \tilde{\rho}_{\text{low}}) \]  (41)

\[ N^{\alpha_{\max}} \log(1 + \tilde{\rho}_{\text{high}}N^{\gamma-2\alpha_{\max}}) = N^{\gamma/2} \log(1 + \tilde{\rho}_{\text{high}}). \]  (42)

Fig. 8. Illustration of concave-to-convex transition of \( C_{\text{appx}}(N, D, p, \rho) \) as a function of \( p \) for \( N = 25 \) and \( \gamma = 1 \) and four different SNR’s.

- We showed in the proof of Proposition 2 that the second derivative \( \ddot{C}_{\text{appx}}(N, D, p, \rho) \) (w.r.t. \( p \)) vanishes at \( x = \frac{p_{id}}{p^2} = 1 \) and is positive for \( x < 1 \) and negative for \( x > 1 \). That is, \( C_{\text{appx}}(N, \rho) \)
is convex for \( x < 1 \) (or \( p > p_{\text{inf}} \)), while it is concave for \( x > 4 \) (or \( p < p_{\text{opt}} \)) with a positive first derivative. In the intermediate regime of \( x \in [1, 4] \) (\( p \in [p_{\text{opt}}, p_{\text{inf}}] \)), \( C_{\text{appx}}(N, \rho) \) is concave, but with a negative first derivative. Thus the inflection point \( x = 1 \) (\( p = p_{\text{inf}} \)) signals the transition from convex-to-concave behavior. This transition is illustrated in Fig. 8 for \( N = 25 \) and \( \gamma = 1 \). Note that \( p_{\text{inf}} \) can be written in terms of \( p_{\text{opt}} \) as \( 2p_{\text{opt}} \).

- The ratio \( \frac{p_{\text{high}}}{p_{\text{low}}} \) attains its largest value, \( N^2 \), for \( \gamma = 1 \) (\( \rho_c = N \)), whereas it achieves its minimum value of unity for \( \gamma = 0 \) (\( \rho_c = D = 1 \)) or \( \gamma = 2 \) (\( \rho_c = N^2 \)). Thus, the multiplexing gain–\( \rho_{rx} \) tradeoff that determines \( p_{\text{opt}} \) does not exist for the extreme cases of highly correlated (\( \gamma = 0 \)) and i.i.d. (\( \gamma = 2 \)) channels. Note that in either case all the three spatial power distributions lead to identical \( \mathbf{H} \). On the other hand, the impact of this tradeoff on capacity is maximum for \( \gamma = 1 \) corresponding to \( \rho_c = D = N \).

### B. Outage Capacity

We now focus on the outage capacity as a function of SNR of the channel configurations in the three different regimes configurations. The computation of the variance of capacity in closed-form for all SNR values seems difficult. However, in the low- and the high-SNR extremes, we can compute the variances. This is the content of the following proposition.

**Proposition 5:** The variances \( \sigma^2(N, \rho) \) as a function of SNR are given in the following table:

<table>
<thead>
<tr>
<th>Channel</th>
<th>Low-SNR</th>
<th>High-SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beamforming, ( p ) finite</td>
<td>( \frac{\left( \log_2(e) \right)^2}{\kappa_0} )</td>
<td>( \frac{\left( \log_2(e) \right)^2}{\kappa_0} )</td>
</tr>
<tr>
<td>Beamforming, ( p \to \infty )</td>
<td>( 4\kappa_0\rho^2 \left( \log_2(e) \right)^2 )</td>
<td>( \left( \log_2(e) \right)^2 \frac{4\kappa_0}{(1+\kappa_0)^2} )</td>
</tr>
<tr>
<td>Ideal, ( \kappa_0 &gt; 1 )</td>
<td>( \left( \log_2(e) \right)^2 \log_e \left( 1 + \rho^2\kappa_0 \right) )</td>
<td>( \left( \log_2(e) \right)^2 \log_e \left( \frac{\kappa_0}{\kappa_0-1} \right) )</td>
</tr>
<tr>
<td>Ideal, ( \kappa_0 \leq 1 )</td>
<td>( \left( \log_2(e) \right)^2 \log_e \left( 1 + \rho^2\kappa_0^2 \right) )</td>
<td>( \left( \log_2(e) \right)^2 \log_e \left( \frac{\sqrt{\rho}\kappa_0}{2} \right) )</td>
</tr>
<tr>
<td>Multiplexing</td>
<td>( \left( \log_2(e) \right)^2 \rho^2\kappa_0^2 )</td>
<td>( \left( \log_2(e) \right)^2 \rho^2\kappa_0^2 )</td>
</tr>
</tbody>
</table>
**Proof:** The proof follows by performing the limiting process in the corresponding variances as given in Proposition 3, see [35], [34] for details.

![Graphs showing trends of variance of capacity](image)

Fig. 9. Trends of the variance of capacity, $\sigma^2(N, \rho)$, as a function of $\alpha$ for different SNR with $N = 25$ and $\gamma = 1$.

In the intermediate-SNR regime, we have to resort to numerical studies to compute the variances $\sigma^2(N, \rho)$. Fig. 9 plots this quantity as a function of $\alpha$ for different SNR’s assuming $N = 25$ and $\gamma = 1$. The non-smoothness of the variances in the plot is due to the flooring operations that generate $p = \lceil N^\alpha \rceil$. Non-integer antenna numbers corresponding to $p = N^\alpha$ can in fact be obtained via a time-sharing of channels as detailed in Appendix I. Fig. 9 however does not illustrate this smoothing effect.
Fig. 10. Outage capacity of the family of channels for $N = 25$ and $\gamma = 1$. The capacities are plotted for $p = N^\alpha$ and for four different values of $\rho$: $-10, 0, 10, 20$ dB. The dotted lines correspond to the exact outage capacity while the solid lines correspond to the Gaussian approximation.

From Prop. 5, we see that at low-SNR, channels in the beamforming regime (with small values of $\alpha$) tend to have the largest variance among all configurations. Similarly, at high-SNR, channels in the multiplexing regime tend to have the largest variance. Fig. 9 captures these trends apart from the dominance of the ideal channel in the medium-SNR range. Thus for any $\rho$, the largest variation in the capacity random variable is seen for the channel configuration that
is optimal for that SNR from an ergodic capacity perspective.

In Fig. 10, a Gaussian approximation to the capacity random variable from the mean and variance values is used to reproduce the outage capacities. The figure shows the closeness of the Gaussian approximation to the actual outage capacity for the three canonical channel configurations at different SNR’s, thereby illustrating the accuracy of Theorems 2 - 4 and Propositions 3 - 5.

Figs. 9 and 10 also reveal a rate-reliability tradeoff associated with the family of channels. Since rate is associated with multiplexing gain and reliability with received SNR, the rate-reliability tradeoff can also be viewed as a manifestation of the multiplexing-$\rho_{rx}$ tradeoff identified in the context of ergodic capacity. At low-SNR, communication is inherently constrained by the reliability of signal reception. Thus maximizing reliability by providing a higher level of diversity per parallel channel enhances performance. Note that $q$ reflects the level of diversity (DoF) associated with each parallel channel. Thus, the beamforming channel that maximizes $q$ yields the highest outage capacity at low-SNR, as seen from Fig. 10. When the SNR is high, the system is operating at a point where enhancing the reliability of signal reception by increasing $q$ can only marginally improve performance and hence maximizing the rate of communication by increasing the multiplexing gain ($p$) is better. Thus a multiplexing channel is outage optimal at high-SNR as seen from Fig. 10. In the intermediate-SNR regime, the optimal configuration is governed by the desired level of reliability. When only a low level of channel outage is acceptable, a channel configuration with small $\alpha$ corresponding to higher diversity is better. When more reasonable outage levels can be tolerated, a channel configuration with a higher multiplexing (larger $\alpha$) gain yields higher outage capacity. However, a robust solution in the medium-SNR range is the ideal channel configuration with $\alpha = \frac{1}{2}$.

VI. CONNECTIONS TO OTHER WORKS

A. Realizing the Channel Configurations in Practice

In this paper we have analyzed the impact of the distribution of the $D < N^2$ channel DoF in sparse channels on ergodic and outage capacity. Our results provide information theoretic benchmarks on optimal channel configurations from the viewpoint of capacity scaling as well as capacity as a function of SNR for finite $N$. In practice, however, the configuration of the channel
DoF is determined by the AoAs and the AoDs ($\theta_r, \ell$ and $\theta_t, \ell$ in (4)) of the propagation paths in the scattering environment. Thus, a natural question is whether the theoretical results in this paper can be leveraged in practice for capacity gains in physically sparse channels. This question is addressed in our related paper [12] where it is shown that in a sparse scattering environment with randomly distributed (within the angular spreads) paths, the antenna spacings at the transmitter and receiver can be systematically adapted to the level of sparsity to realize the different channel configurations discussed in the paper. In particular, the multiplexing configuration corresponds to maximal antenna spacings at both the transmitter and receiver, the ideal channel is realized via medium antenna spacings at both the transmitter and receiver, and the beamforming channel is realized via closely spaced antennas at the transmitter and large spacings at the receiver. The notion of small, medium and large spacings is quantified and the readers are referred to [12] for more details.

B. Recent Works on Closely Spaced Antenna Arrays

A recent work [17] provides insights into the problem of optimizing antenna spacing at the transmitter for maximizing the capacity in correlated MIMO channels. These insights are based on studying the variations in the channel’s singular values as a function of the antenna spacings. It is argued in [17] that in the low-SNR setting, spacing the transmit antennas sufficiently close to each other so as to excite only one channel eigenmode is the optimal strategy while in the high-SNR regime, choosing the spacings sufficiently large so as to excite all the channel eigenmodes is optimal from a capacity perspective. The authors further conjecture that the optimal number of eigenmodes to be excited in the intermediate-SNR range is a monotonic function of SNR. In this paper, we have provided a systematic investigation of this problem in the context of correlated channels in which the source of correlation is sparsity of multipath. The multiplexing gain $p$ in our framework precisely reflects the number of channel eigenmodes excited at the transmitter and the beamforming and multiplexing channel configurations are characterizations of the low- and high-SNR analogues in [17]. Furthermore, our results characterize the optimal channel configuration at any operating SNR, thereby providing a systematic resolution of the conjecture in [17]. Indeed, the investigation in this paper was inspired by the need to reduce the loss in channel power inherent in the rank-1 capacity-maximizing input in fixed-spacing correlated MIMO channels.
Another recent work [37] discusses techniques for optimizing antenna locations in a fixed volume to maximize low-SNR performance metrics like spectral efficiency. Design guidelines offered in [37] provide indirect evidence to the optimality of closely spaced antennas in the low-SNR regime. Indirect evidence to the optimality of closely spaced transmit antennas in the low-SNR regime also comes from a recent study [18] on error exponents in correlated MIMO channels. This work shows that in the low-SNR setting, a fully correlated channel yields higher error exponents (reliability), thereby suggesting that closely spaced antennas may be more desirable in such scenarios. The results that we have presented in this paper could be useful in refining and extending the above works.

C. MMSE Estimation and Mutual Information

Random matrix theory tools that are used for capacity analysis of MIMO systems are of two types: 1) those that provide explicit information about the converging empirical spectral distributions like Lemma 3, and thus permit a closed-form expression for capacity, and 2) implicit characterizations of the empirical spectral distributions which include the Stieltjes and other transformation techniques. Both these techniques have their own advantages and insights into multi-antenna systems design. An underlying connection between MMSE estimation and mutual information, akin to [14], [15], is discernible by studying the implicit characterization of the converging empirical spectral distribution.

Proceeding via this route, it is shown in [38] that, given an $N_r \times N_t$ channel $H$ with independent entries, the ergodic capacity at an SNR of $\rho$ under the assumption of no channel state information at the transmitter satisfies

$$C_{\text{erg}}(N_r, N_t, \rho) = N_t \cdot E_T \left[ \log_2 \left( 1 + \rho \kappa E_R \left[ G(R, T) D(R) | T \right] \right) \right]$$

$$+ N_r \cdot \left( \log_2(e) \left( E_R \left[ D(R) \right] - 1 \right) - E_R \left[ \log_2(D(R)) \right] \right)$$

(43)

in the limit of large antenna dimensions. In (43), $\kappa$ denotes $\frac{N_r}{N_t}$, $R$ and $T$ are uniformly distributed random variables on $[0, 1]$ and the random variable over which averaging is performed is explicitly stated in the subscripts of the expectation operators $E_R[\cdot]$ and $E_T[\cdot]$. $G(r, t)$ stands for the continuous representation of the channel power matrix supported on $[0, 1] \times [0, 1]$, that
is,
\[ G(r, t) = \mathbb{E}[|H_{ij}|^2], \quad \frac{i}{N_r} \leq r \leq \frac{i + 1}{N_r}, \quad \frac{j}{N_t} \leq t \leq \frac{j + 1}{N_t}. \]  
(44)

\( D(r) \) is the solution to the following fixed-point equation:
\[ D(r) \left( 1 + \rho \mathbb{E}_T \left[ \frac{G(r, T)}{1 + \rho \kappa \mathbb{E}_R [D(R)G(R,T)|T]} \right] \right) = 1. \]  
(45)

Defining \( \Gamma(t) \) and \( \Upsilon(t) \) as
\[ \Gamma(t) \triangleq \kappa \mathbb{E}_R [G(R,t)D(R)] \overset{(a)}{=} \kappa \mathbb{E}_R \left[ \frac{G(R, t)}{1 + \mathbb{E}_T [G(R, T)\Upsilon(T)|R]} \right] \]  
(46)

\[ \Upsilon(t) \triangleq \frac{\rho}{1 + \rho \Gamma(t)} \]  
(47)

the quantity \( \rho \Gamma(t) \) can be seen to be the SNR at the output of a linear MMSE receiver for the signal transmitted from the corresponding transmit antenna. The corresponding MSE is seen to be \( \frac{\Upsilon(t)}{\rho} \). The equality in (a) follows from the analysis in [38].

In our setting, the regularity of the family of channels under consideration can be exploited to obtain more insights on the trade-off between the number of data-streams (multiplexing gain) and the MSE of the individual data-streams.

**Proposition 6:** Consider the family of channels introduced in Section III-C with \( D = qp \) and \( \kappa_0 = \frac{q}{p} \). In the beamforming regime and the ideal regime under the assumption that \( \kappa_0 > 1 \), \( \Gamma(t) \), defined as in (46), satisfies
\[ 2\rho \Gamma_{bf, id_1}(t) = \rho \kappa_0 - \rho - 1 + \sqrt{(\rho \kappa_0 - \rho - 1)^2 + 4\rho \kappa_0}. \]  
(48)

On the other hand, in the multiplexing regime and the ideal regime under the assumption that \( \kappa_0 \leq 1 \), \( \Gamma(t) \) is given by
\[ 2\rho \Gamma_{mux, id_2}(t) = 1 + 4\rho \kappa_0 - 1. \]  
(49)

**Proof:** See Appendix V. \[ \blacksquare \]

Since \( \kappa_0 \to 0 \) in the multiplexing regime, \( \rho \Gamma_{mux}(t) \to \rho \kappa_0 = \frac{q}{p} \). That is, the SNR at the output of a linear MMSE receiver is the received SNR per parallel channel \( \rho_{rx} \) and the mean-squared error at the receiver is \( \frac{1}{1 + \rho_{rx}} \). Similarly, by letting \( \kappa_0 \to \infty \) in the beamforming regime, it is not difficult to see that \( \rho \Gamma_{bf}(t) \to \rho \frac{q}{p} \) for all transmit SNR.
As $\rho \to 0$, a Taylor’s series analysis of $\Gamma(t)$ in both cases of the ideal regime shows that $\rho \Gamma_{id}(t) \to \rho \kappa_0$. The corresponding limits for $id_1$ and $id_2$ in the high SNR regime are $\rho(\kappa_0 - 1)$ and $2\sqrt{\rho\kappa_0}$, respectively. The convergence of $\rho \Gamma(t)$ to $\rho_{rx}$ for all $\rho$ in the beamforming and multiplexing regimes is related to the tightness of the capacity expressions obtained in Section IV in these regimes.

Thus the beamforming configuration (which maximizes $\rho_{rx}$) trades off the number of data-streams for the MSE of the individual data streams. The multiplexing configuration corresponds to the other extreme in this trade-off while the ideal configuration leads to a robust choice in this rate-distortion trade-off between the number of data-streams and the MSE of the individual data-streams.

**D. Spectral Efficiency in the Low Power Regime**

We now provide an alternate interpretation of the low-SNR (or equivalently, the wideband) results on ergodic capacity in terms of spectral efficiency. The minimum energy per bit necessary for reliable communication $\frac{E_b}{N_0 \min} \star$ and the wideband slope $S_0$ have been shown to be the key figures of merit in the low-power/wideband regime [39]. We now compute $\frac{E_b}{N_0 \min}$ and $S_0$ for the three channel configurations: beamforming, ideal and multiplexing. The regularity of the three channels and the resultant optimality of the uniform-power input ease this computation.

Let $\dot{C}_{\text{erg, bf}}(N, 0)$, $\ddot{C}_{\text{erg, bf}}(N, 0)$, $\dot{C}_{\text{erg, id}}(N, 0)$, $\ddot{C}_{\text{erg, id}}(N, 0)$, $\dot{C}_{\text{erg, mux}}(N, 0)$, and $\ddot{C}_{\text{erg, mux}}(N, 0)$ denote the first and second derivatives (w.r.t. $\rho$) of the ergodic capacity (in nats/dimension) of the beamforming, ideal and multiplexing channels respectively in the limit $\rho \to 0$. The minimum energy per bit for reliable communication is given by [39]

$$\frac{E_b}{N_0 \min} \star = \frac{\log_2(2)}{\overline{C}_{\text{erg,STAR}}(N, 0)}$$

$$= \frac{\log_2(2)}{p \left[ \frac{\log_2(p)}{q} + \frac{\log_2(2)}{q} \right]}$$

where we have used $\star$ in the subscript in (50) to denote that the channel could be either of the three possible types. The approximate capacity expression $p \log_2 \left( 1 + \rho \frac{q}{p} \right)$ provides an alternate route to computing $\frac{E_b}{N_0 \min}$ and a Taylor’s series expansion of this approximation shows that $\frac{E_b}{N_0 \min}$ is the same for the three channels and is equal to $\frac{\log_2(2)}{q}$. This also corroborates the
fact that the approximation due to $C_{\text{appx}}(N, \rho)$ is close to the actual capacity in the low-SNR regime for all the channel configurations. Since the beamforming channel maximizes $q$, $\frac{E_b}{N_0}$ is the smallest for this configuration.

The wideband slope $S_0$ is given by [39]

$$S_{0,*} = \frac{2 \left( \dot{C}_{\text{erg,*}}(N, 0) \right)^2}{-\ddot{C}_{\text{erg,*}}(N, 0) - 2q^2p^2} = \frac{2q^2p^2}{E \left[ \text{Tr} \left( (\mathbf{HH}^H)^2 \right) \right]}.$$  

The quantity $E \left[ \text{Tr} \left( (\mathbf{HH}^H)^2 \right) \right]$ can be computed using the Gaussian moment-factoring theorem [40] and equals $2q^2p$ in the multiplexing case [4], and $qp(q + p)$ for the beamforming and ideal channels [39]. Thus the wideband slope is $S_{0,bf} = \frac{2qp}{q+p} \approx 2p$, $S_{0,id} = \frac{2qp}{q+p} = p$, and $S_{0,mux} = p$. The approximate capacity expression yields the same wideband slope $2p$ for all the three channels and is equal to the exact expressions computed above up to an $O(1)$ factor. Since the multiplexing gain is maximized by the multiplexing channel, the wideband slope is maximized for that channel.

Even though the multiplexing channel has the largest $S_0$ among the three channels, the minimum energy per bit is the dominating figure of merit at low-SNR. To illustrate this, consider the $\gamma = 1$ case. Then, we have $\frac{E_b}{N_0 \min,bf} = \frac{1}{\sqrt{N}}$ and $\frac{E_b}{N_0 \min,id} = \frac{1}{N}$; that is, $\frac{E_b}{N_0 \min,bf}$ is smaller than that of the ideal channel by a factor of $\sqrt{N}$ and smaller than that of the multiplexing channel by a factor of $N$. Since, $\frac{E_b}{N_0 \min}$ reflects the SNR-axis intercept of the capacity versus SNR relation in the wideband limit, the larger values of $S_0$ for the ideal and multiplexing channels become irrelevant. The low-SNR capacity gains of the beamforming channel relative to the ideal and multiplexing channels in Fig. 3 are precisely a manifestation of these gains in $\frac{E_b}{N_0 \min}$, as also evident from (50).

VII. SUMMARY AND CONCLUSIONS

Virtually all existing information theoretic studies of multi-antenna capacity implicitly assume a rich scattering environment. This assumption is manifested in the quadratic channel power scaling or normalization with respect to the number of antennas, and is also prevalent in the capacity analysis of correlated MIMO channels. In this paper we have argued that this
widespread assumption is not justified in view of physical power conservation principles and results from experimental studies. Motivated by this observation, we have proposed a framework for modeling MIMO channels in a sparse multipath environment and studied the implications of sparsity on channel capacity. Our approach is based on the virtual representation [6] of physical wireless channels that quantifies the statistically independent degrees of freedom (DoF) in the channel as a function of the level of sparsity (or richness) in the scattering environment. An $N \times N$ sparse MIMO channel possesses $D < N^2$ DoF – fewer than the maximum allowable $N^2$. From a capacity scaling perspective, the channel power and the DoF scale at a sub-quadratic rate, $O(N^\gamma)$, $\gamma \in (0, 2]$, with the number of antennas.

Sparse channels afford a fundamental new degree of freedom that is not available in rich channels: the spatial distribution or configuration of the $D < N^2$ DoF in the available $N^2$ transmit-receive dimensions. The focus of this paper is to study the impact of this new degree of freedom (channel configuration) on capacity, both from a scaling perspective as well as from the viewpoint of capacity as function of transmit SNR for a finite $N$. From a scaling perspective, we show that the ergodic capacity of any sparse channel configuration with a channel power scaling $\rho_c(N)$ cannot grow faster than $O(\sqrt{\rho_c(N)})$, thereby opening a new paradigm of sub-linear capacity scaling that is consistent with experimental results and physical arguments. We further show that the above fundamental limit can be achieved asymptotically by an optimal channel configuration, which we call the ideal MIMO channel configuration; the pre-constant of scaling depends on the transmit SNR.

The development of the ideal channel is based on a structured family of sparse channel matrices. For a given $D$, all channels in the family are parameterized by a single parameter $p$ representing the multiplexing gain (number of parallel channels) afforded by the configuration. Remarkably, the capacity of all channels in the family admits a simple closed-form asymptotic approximation (see (1)), whose validity is established using results from random matrix theory. The capacity formula reveals a new multiplexing gain versus received SNR trade-off that is not available in rich channels. Using the formula for a fixed number of antennas, we show that for every operating transmit SNR there is an optimal channel configuration that optimizes the multiplexing gain-received SNR trade-off to yield the highest capacity (see Fig. 3). Surprisingly, three canonical channel configurations suffice for near-optimal performance over the en-
tire SNR range: the beamforming configuration (that maximizes received SNR) in the low-SNR regime; the multiplexing configuration (that maximizes the multiplexing gain) in the high-SNR regime; and the ideal channel configuration (that maintains an $O(\sqrt{D})$ multiplexing gain) in the medium-SNR range.

Complementing our results on ergodic capacity, we also analyze the outage capacity of sparse channels. In this context, the multiplexing gain-received SNR tradeoff manifests itself as a rate-reliability trade-off. Consistent with ergodic capacity results, the beamforming channel is outage optimal at low-SNR, the multiplexing channel at high-SNR, and the ideal channel at medium-SNR. An interpretation of our results in view of recent connections between mutual information and MMSE estimation reveals a rate-distortion tradeoff that is optimized by the three canonical configurations as a function of transmit SNR. Finally, we demonstrate the superiority of the beamforming configuration from the viewpoint of spectral efficiency in the low-SNR/wideband limit.

One promising direction for future research is to investigate the potential of reconfigurable antenna arrays in cognitive wireless systems, as prompted by our related paper [12] in which it is shown that that the different channel configurations can be realized in practice by systematically adapting the antenna spacings at the transmitter and the receiver to the level of sparsity and operating SNR. The implications for wideband communication are significant: the beamforming configuration is $N$-times more spectrally efficient compared to the multiplexing configuration that represents a fixed-array operation. Another promising direction is to investigate the implications of the results in this paper and [12] in the context of cooperative communication and distributed beamforming in wireless networks. Finally, a third promising direction is to explore the implications of multipath sparsity on non-coherent communication in time, frequency and space, as prompted by our recent results that reveal a learnability versus diversity tradeoff in wideband communication over time-varying multipath channels [20], [13].

**APPENDIX**

I. **REALIZING NON-INTEGER $p$ AND $q$**

Non-integer values of $(p,q)$ for a given $\alpha$ and $\delta_p$ can be realized by appropriate time sharing (linear combination) of four channels with dimensions given by $(\lfloor p \rfloor, \lfloor q \rfloor), (\lfloor p \rfloor, \lceil q \rceil), (\lceil p \rceil, \lfloor q \rfloor)$
and \((\lceil p \rceil, \lfloor q \rfloor)\). If \(\eta_1, \eta_2, \eta_3\) and \(\eta_4 = (1 - \eta_1 - \eta_2 - \eta_3)\) represent respectively the fraction of communication time that each of the four channels are used to construct an effective \((p, q)\) channel, then the following holds:

\[
\begin{align*}
[p] (\eta_1 + \eta_2) + [p] (1 - \eta_1 - \eta_2) & = p \\
[q] (\eta_1 + \eta_3) + [q] (1 - \eta_1 - \eta_3) & = q.
\end{align*}
\]

Using the fact that \([p] = [p] + 1\), we have \((1 - \eta_1 - \eta_2) = p - [p]\) and \((1 - \eta_1 - \eta_3) = q - [q]\).

Parameterizing all the variables in terms of \(\eta_1\), we have \(\eta_2 = 1 - \eta_1 - p + [p]\), \(\eta_3 = 1 - \eta_1 - q + [q]\) and \(\eta_4 = p - [p] + q - [q] + \eta_1 - 1\). Using the condition that \(0 \leq \eta_i \leq 1\) for all \(i\), we can obtain the following bound for \(\eta_1\):

\[
\max\left((1 - p + [p] - q + [q]), 0\right) \leq \eta_1 \leq \min\left((1 - p + [p]), (1 - q + [q])\right).
\]

Note that the left-hand side of (53) follows from \(\eta_1 \geq 0\) and \(\eta_4 \geq 0\) while the right-hand side is a consequence of \(\eta_2 \geq 0\) and \(\eta_3 \geq 0\). The other constraints lead to weaker conditions subsumed by (53). A choice of \(\eta_1\) that satisfies (53) would effectively create the \((q, p)\) channel.

Let \(C_{\text{erg}}(q, p, \rho)\) and \(\sigma^2(q, p, \rho)\) denote the mean and variance of capacity of channel with dimensions \((p, q)\). Using the time-sharing concept described above, \(C_{\text{erg}}(q, p, \rho)\) and \(\sigma^2(q, p, \rho)\) for non-integer values of \(p\) and \(q\) are given by

\[
\begin{align*}
C_{\text{erg}}(q, p, \rho) & = \eta_1 C_{\text{erg}}([q], [p], \rho) + \eta_2 C_{\text{erg}}([q], [p], \rho) \\
& + \eta_3 C_{\text{erg}}([q], [p], \rho) + \eta_4 C_{\text{erg}}([q], [p], \rho), \\
\sigma^2(q, p, \rho) & = \eta_1 \sigma^2([q], [p], \rho) + \eta_2 \sigma^2([q], [p], \rho) \\
& + \eta_3 \sigma^2([q], [p], \rho) + \eta_4 \sigma^2([q], [p], \rho).
\end{align*}
\]

II. Fundamental Limit of Capacity Scaling

**Proof of Theorem 1:** By applying Jensen’s inequality to (18) and noting that a diagonal \(Q (= \text{diag}(Q_i))\) achieves capacity for the class \(H(D)\), the optimal capacity can be written as

\[
C_{\text{opt, erg}}(N, \rho, D) \leq \max_{H \in \mathcal{H}(D)} \max_{\text{Tr}(Q) \leq \rho} \log_2 \det(I + Q \mathbf{E}_{\mathbf{H}}[H^{H}H])
\]

\[
= \max_{\{P_i\}} \max_{\{Q_i\}} \sum_{i=1}^{N} \log_2 (1 + P_i Q_i)
\]

\[
\text{(55)}
\]
where \( P_i = \sum_k E |\mathbf{H}(k, i)|^2 = \sum_k \Psi(k, i) \) represent the column powers of the channel \( \mathbf{H} \) and the optimization is subject to the twin constraints

\[
P_i \geq 0, \quad \sum_{i=1}^{N} P_i = \rho_c
\]
\[
Q_i \geq 0, \quad \sum_{i=1}^{N} Q_i = \rho.
\]

We now recast this optimization\(^{11}\) as follows:

\[
\max_{\{P_i\}} \max_{\{Q_i\}} \sum_{i=1}^{p} \log_2 (1 + P_i Q_i) \quad \text{s.t.} \quad 1 \leq p \leq N,
\]
\[
P_i > 0, \quad i = 1 \ldots p \quad \text{and} \quad P_i = 0, \quad i > p \quad \text{with} \quad \sum_{i=1}^{p} P_i = \rho_c
\]
\[
\text{and} \quad Q_i \geq 0, \quad \text{with} \quad \sum_{i=1}^{p} Q_i = \rho.
\]

Given \( p \) fixed between 1 and \( N \), the inner optimization can be written in terms of Lagrange multipliers \( \lambda_1 \) and \( \lambda_2 \) as

\[
\max_{\{P_i\}} \max_{\{Q_i\}} \sum_{i=1}^{p} \log_2 (1 + P_i Q_i) + \lambda_1 \left( \rho_c - \sum_{i=1}^{p} P_i \right) + \lambda_2 \left( \rho - \sum_{i=1}^{p} Q_i \right).
\] (56)

Given any \( i \), the partial derivatives of the above argument with respect to \( Q_i \) and \( P_i \) have to vanish at the maxima.

Thus we take partial derivatives of the above function with respect to \( Q_i \) and \( P_i \) and set the derivatives to 0. It is then easy to check that \( \frac{Q_i}{P_i} \) is independent of \( i \). Using this relationship to meet \( \sum_{i=1}^{p} Q_i = \rho \), we see that \( Q_i = \frac{P_i}{\rho_c} \rho \). Now revisiting the partial derivative with respect to \( Q_i \) under the constraint that \( Q_i = \frac{P_i}{\rho_c} \rho \) and setting the derivative to 0, we get \( P_i = \frac{\rho_c}{\rho} \). It is easy to verify that the second derivative condition is satisfied by the maxima.

Using this choice of \( Q_i \) in (55), we have

\[
C_{\text{opt, erg}}(N, \rho, D) \leq \max_p p \log_2 \left( 1 + \rho \frac{\rho_c}{p^2} \right).
\] (57)

The \( p \) that achieves this maximum satisfies \( p = O \left( \sqrt{\rho_c} \right) \). This choice of \( p \) leads to the statement of Theorem 1.

\(^{11}\)Note that even though \( p \) runs through 1 to \( N \) in the following optimization, not all possible choices for \( p \) may be feasible, for e.g., if \( \rho_c = N^\gamma, \gamma < 1 \), then \( p \) is constrained by \( 1 \leq p \leq \rho_c \). We do not bother with this technicality here.
III. ASYMPTOTIC ERGODIC CAPACITY ANALYSIS

We need a few eigenvalue characterizations [41] to understand the ergodic capacity of the family of channels studied here. The first two lemmas are needed to study capacity in the beamforming regime.

Lemma 2: Let $\mathbf{H}$ be a $p \times q$ complex random matrix with i.i.d. entries having mean zero and variance one. Let $\frac{p}{q} \rightarrow 0$ with $p$ being finite and $q \rightarrow \infty$. Then

$$\left\| \frac{\mathbf{H}^H \mathbf{H}}{q} - \mathbf{I}_p \right\| = O_p \left( \frac{1}{\sqrt{q}} \right)$$

(58)

where $\| \cdot \|$ refers to any matrix norm and the subscript $p$ corresponds to convergence in probability. Thus, the eigenvalues of $\frac{\mathbf{H}^H \mathbf{H}}{q}$ converge to 1 almost surely.

Remark 2: Note that the conclusion of Lemma 2 follows from the law of large numbers and depends critically on the fact that $p$ is finite while $q \rightarrow \infty$ [42]. If this condition fails to hold, the spectral behavior of $\mathbf{H}^H \mathbf{H}$ can be significantly different as shown below.

Lemma 3 (Bai and Yin, 1988): Let $\mathbf{H}$ be a $p \times q$ complex random matrix with i.i.d. entries having mean zero, variance one and finite fourth moment. Assume that $p \rightarrow \infty$ with $\frac{p}{q} \rightarrow 0$. Then with probability 1 the empirical spectral density of $\mathbf{G} = \frac{\mathbf{H}^H \mathbf{H} - q \mathbf{I}}{\sqrt{pq}}$ converges to $f_G(\lambda) = \frac{\sqrt{4 - \lambda^2}}{2\pi}, \quad |\lambda| \leq 2$.

We also need the following lemma which is relevant in the ideal regime.

Lemma 4 (Grenander and Silverstein, 1977): Let $q$ and $p$ be such that $\frac{q}{p} \rightarrow (0, 1)$ as $p \rightarrow \infty$. The empirical spectral density of $\mathbf{G} = \frac{\mathbf{H}^H \mathbf{H}}{q}$ where $\mathbf{H}$ is the ideal channel converges pointwise in probability to $f_G(\lambda) = \frac{1}{2\pi} \sqrt{\frac{4-\lambda^2}{\lambda}}, \quad 0 \leq \lambda \leq 4$.

Proof of Theorem 2: The structure of the channel configurations in the beamforming regime depend on whether $\gamma \in (0, 1]$ or $\gamma \in (1, 2)$, as illustrated in Fig. 4. If $\gamma \in (0, 1]$, the dimensionality of $\mathbf{H}$ is $\mathcal{O}(N^{\gamma}) \times 1$, while if $\gamma \in (1, 2)$, the dimensionality is $N \times \mathcal{O}(N^{\gamma-1})$. In either case, $\frac{p}{q} \rightarrow 0$. If $\gamma \in (0, 1]$, the result immediately follows from Lemma 2. This is because $\mathbf{H}^H \mathbf{H}$ is a finite dimensional matrix in the limit of $N$ and the law of large numbers can be applied to each entry of $\mathbf{H}^H \mathbf{H}$. Thus, $\frac{p}{q} \mathbf{H}^H \mathbf{H} \rightarrow \frac{\rho q}{p} \mathbf{I}_p$.

However, if $\gamma \in (1, 2)$, $\mathbf{H}^H \mathbf{H}$ is an infinite-dimensional matrix in the asymptotics of $N$ and it is not very clear how to apply law of large numbers to an infinite number of entries. Luckily, the empirical eigenvalue distribution of $\mathbf{H}$ has been well studied in this case, as documented.
by Lemma 3. Our proof takes a recourse to this result. The central theme that ties both the cases is that, in the limit of large dimensions, there is an eigen-hardening which has also been documented in recent works in different contexts [43], [44]. We now prove the theorem for the $\gamma \in (1, 2)$ case.

First, the capacity of the beamforming channel normalized by $C_{\text{appx}}(N)$ can be written as

$$
\frac{C_{\text{erg, bf}}(N)}{p \log_2 \left( 1 + \rho \frac{q}{p} \right)} = \frac{\mathbb{E} \left[ \sum_{i=1}^{p} \log_2 \left( 1 + \rho \frac{\lambda_i(HH^H)}{p} \right) \right]}{p \log_2 \left( 1 + \rho \frac{q}{p} \right)}
$$

$$(a) = \frac{\mathbb{E} \left[ \sum_{i=1}^{p} \log_2 \left( 1 + \rho \left( \mu_i \sqrt{\frac{q}{p}} + \frac{q}{p} \right) \right) \right]}{p \log_2 \left( 1 + \rho \frac{q}{p} \right)}
$$

$$(b) = 1 + \frac{\mathbb{E} \left[ \sum_{i=1}^{p} \log_2 \left( 1 + t \mu_i \right) \right]}{p \log_2 \left( 1 + \rho \frac{q}{p} \right)}
$$

$$(c) = 1 + \frac{1}{\log_2 \left( 1 + \rho \frac{q}{p} \right)} \cdot \int_{(-\infty, \infty)} \log_2 \left( 1 + t \eta \right) dF_G(\eta)
$$

$$(d) = 1 + \frac{1}{\log_2 \left( 1 + \rho \frac{q}{p} \right)} \cdot \frac{\log_2(e)}{2\pi} \cdot \int_{[-2, 2]} \log_2 \left( 1 + t \eta \right) \sqrt{4 - \eta^2} d\eta
$$

$$
(59)
$$

where $\mu_i$ represent the eigenvalues of $G = \frac{H H^H - q I}{\sqrt{pq}}$ in (a), $t = \frac{\rho \sqrt{q}}{1 + \rho \frac{q}{p}}$ in (b) and (c) follows from the convergence of $\mu_i$ to $f_G(\eta)$ in Lemma 3, and $F_G(\eta)$ denotes the corresponding distribution. The integral in (d), $I$, can be rewritten by using the integration-by-parts formula as

$$
I = 2 \int_{-2}^{2} \frac{\log_2 \left( 1 + t \eta \right)}{\sqrt{4 - \eta^2}} d\eta + \frac{1}{2} \int_{-2}^{2} \frac{\sqrt{4 - \eta^2}}{1 + t \eta} d\eta - \frac{1}{2} \int_{-2}^{2} \sqrt{4 - \eta^2} d\eta
$$

$$(e) = 2\pi \log_2 \left( \frac{1 + \sqrt{1 - 4t^2}}{2} \right) - \pi + \frac{1}{2t} \int_{-2}^{2} \frac{\sqrt{4 - \eta^2}}{1 + \frac{\eta}{t_i}} d\eta
$$

$$(60)
$$

where (e) follows from [45, 4.292(3)].
$I_1$ can now be computed using standard techniques as

$$I_1 \equiv (f) = -\int_{-\frac{\eta}{2}}^{\frac{\eta}{2}} \frac{d\eta}{\sqrt{4 - \eta^2}} + \frac{1}{t} \int_{-2}^{2} \frac{d\eta}{\sqrt{4 - \eta^2}} + \left(4 - \frac{1}{t^2}\right) \int_{-2}^{2} \frac{d\eta}{(\eta + \frac{1}{t}) \sqrt{4 - \eta^2}}$$

$$\equiv (g) = \frac{1}{t} \int_{-2}^{2} \frac{d\eta}{\sqrt{4 - \eta^2}} - \left(4 - \frac{1}{t^2}\right) \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{d\eta}{\sqrt{\eta^2(4 - \frac{1}{t^2}) + \frac{2\eta}{t} - 1}}$$

$$\equiv (h) = \frac{\pi}{t} - \frac{\pi\sqrt{1 - 4t^2}}{t}$$

(61)

where (f) follows from [45, 2.282(1)], (g) from [45, 2.281] and (h) from [45, 2.261(3)]. Thus $C_{\text{erg, bf}}(N)$ is

$$C_{\text{erg, bf}}(N) = p \log_2 \left(1 + \rho \frac{q}{p}\right) + p \log_2 \left(1 + \sqrt{1 - 4t^2}\right)$$

$$+ \frac{\log_2(e)p}{4t^2} \cdot \left(1 - \sqrt{1 - 4t^2}\right) - \frac{\log_2(e)p}{2}$$

(62)

The conclusion leading to the correction term $\Delta C_{\text{bf}}(N)$ follows trivially by using a Taylor's series expansion for $\frac{1}{\kappa_0}$ which converges to 0 in the beamforming regime. This completes the proof of the theorem. ■

**Proof of Theorem 3:** When $\kappa_0 \in (1, \infty)$, the ideal channel reduces to a $q \times p$ i.i.d. channel according to Definition 4. The i.i.d. channel capacity formula from [46] is precisely the statement of the theorem. When $\kappa_0 \in (0, 1]$, the ideal channel definition reduces to a $q$-connected $p$-dimensional channel [4]. Using Lemma 4, it is not difficult to check that (28) holds (see [4, Theorem 5] for more details). ■

**Proof of Proposition 1:** We need to compute the high-SNR and the low-SNR trends for the $\kappa_0 \leq 1$ and $\kappa_0 > 1$ cases separately. First, we consider the $\kappa_0 > 1$ case. If $\kappa_0 > 1$ and $\rho \to \infty$, a Taylor’s series analysis of $h$ (as a function of $\frac{1}{\rho}$ around 0) in (27) shows that

$$h \to 1 - \frac{1}{\rho(\kappa_0 - 1)} + \frac{\kappa_0}{\rho^2(\kappa_0 - 1)^3}.$$  

(63)

Using this, it is easy to see that

$$\frac{C_{\text{erg, id}}(N)}{\log_2(e)q} \to \left(\frac{1}{\kappa_0} \log_2 \left(\frac{\kappa_0}{\kappa_0 - 1} + \rho(\kappa_0 - 1) - \frac{\kappa_0}{\rho(\kappa_0 - 1)^3}\right) + \log_2 \left(\frac{\kappa_0}{\kappa_0 - 1} - \frac{\kappa_0}{\rho(\kappa_0 - 1)^3}\right) - \left(\frac{1}{\kappa_0} - \frac{1}{\rho\kappa_0(\kappa_0 - 1)}\right)\right)$$
and this results in (29). As $\rho \to 0$, another Taylor’s series expansion (as a function of $\rho$ around 0) shows that $h \to \rho\kappa_0 - \rho^2\kappa_0(1 + \kappa_0)$ and

$$C_{\text{erg, id}}(N) \to \log_2(e) \rho q \left(1 - \frac{5}{2} \rho(1 + \kappa_0)\right)$$

from which (29) follows immediately. For the $\kappa_0 \leq 1$ case, trivial computations yield

$$C_{\text{erg, id}}(N) \to \log_2(e) p \left(\log_e(\rho\kappa_0) - 1 - \frac{1}{2\rho\kappa_0}\right)$$

as $\rho \to \infty$ and $C_{\text{erg, id}}(N) \to \log_2(e) q\rho (1 - 5\rho\kappa_0)$ as $\rho \to 0$. The conclusions in (29) are again immediate.

**Proof of Theorem 4:** The definition of $H$ in the multiplexing regime in Definition 4 leads to two possible cases: Either $q$ is a constant and $\frac{q}{p} \to 0$ or $q \to \infty$ and $\frac{q}{p} \to 0$. Note that Lemma 4 applies only in the case $\frac{q}{p} > 0$. So in either of the two cases, listed above, we do not have a knowledge (closed-form expressions) of the converging empirical eigenvalue distribution.

However, the implicit characterization of capacity in [38] and the regularity of the multiplexing channel implies that we can obtain closed-form expressions for capacity in closed form in either case in the limit of $N$. In fact, after simplification, the capacity formula is seen to be identical to that of an ideal channel with $\kappa_0 < 1$. This lends credence to the fact that the converging distributions (in both cases) are the same. The correction term follows by applying a Taylor’s series expansion of capacity as a function of $\rho$ and $\frac{1}{\rho}$ around the point 0 in the low- and high-SNR regimes, respectively.

IV. **Asymptotic Outage Capacity Analysis**

**Proof:** As described in Appendix III, there are two possibilities in the beamforming regime: either 1) $p$ is constant and $q \to \infty$, or 2) $\{p, q\} \to \infty$ with $\frac{q}{p} \to 0$. In the first case, the variance follows from [35, Theorem 1], and in the second case, by computing the variance of capacity for the channel with $\kappa_0 = \frac{q}{p}$ constant, and letting $\kappa_0 \to \infty$ [34].

In the ideal regime, we again have two cases: 1) $H_{\text{id}}$ is a $q \times p$ i.i.d. matrix with $\kappa_0 \geq 1$ and 2) $H_{\text{id}}$ is a $q$-connected $p$-dimensional matrix with $\kappa_0 < 1$. In the first case, $\sigma^2_{\text{id}}(N)$ follows from [34], while in the latter case, we note that the capacity random variable is the same as that of a $p \times p$ i.i.d. channel with effective transmit power $\rho\kappa_0$ [4]. In this case, the variance of capacity then follows by setting $\kappa_0 = 1$ and using the appropriate value for $\rho$. 
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For the multiplexing regime, we proceed via the same logic that governs the ideal channel with \( \kappa_0 < 1 \). Note that the effective transmit power \( \rho \kappa_0 \to 0 \), and thus the variance follows from the i.i.d. channel formula in the low-SNR regime [35]. In the low-SNR regime, \( h_1 \to \rho \kappa_0 \) and substitution in \( \sigma_{id}^2(N) \) yields the result.

V. MUTUAL INFORMATION AND MMSE ESTIMATION

Proof of Proposition 6: The fact that we have two distinct solutions for \( \Gamma(t) \) is a consequence of the structure of the family of channels studied. In the beamforming and the ideal regimes with \( \kappa_0 > 1 \), the channel \( H \) has the structure of a \( q \times p \) channel with i.i.d. entries. On the other hand, in the ideal regime with \( \kappa_0 \leq 1 \) and in the multiplexing regime, the channel \( H \) is a \( q \)-connected \( p \)-dimensional channel as illustrated in Fig. 4.

In either case, the channel is both row- and column-regular and hence, \( \Gamma(t) \) is independent of the transmit dimension \( t \). Thus we will denote it for simplicity by \( \Gamma \) and the associated MSE quantity \( \Upsilon \) satisfies the relationship \( \Upsilon = \frac{\rho}{1 + \rho \Gamma} \). Substituting for \( \Upsilon \) in (46), we have

\[
\Gamma = \kappa \mathbb{E}_R \left[ \frac{G(R, t)}{1 + \frac{\rho}{1 + \rho \Gamma} \mathbb{E}_T[G(R, T)|R]} \right].
\] (66)

With the setup as described, consider the first case. The quantity \( \kappa \) (the ratio of receive and transmit dimensions) reduces to \( \kappa_0 \) in this case. Next, note that \( \mathbb{E}_T[G(r, T)] \) is independent of \( r \) and is equal to 1. Thus, the conditional random variable \( \mathbb{E}_T[G(R, T)|R] = 1 \). Plugging this and simplifying (66), we have

\[
\Gamma \left( 1 + \frac{\rho}{1 + \rho \Gamma} \right) = \kappa_0 \mathbb{E}_R[G(R, t)].
\] (67)

Substitute \( \mathbb{E}_R[G(R, t)] = 1 \) and solving for the quadratic equation in (67), we get (48). We proceed on similar lines in the second case. The first difference is that \( \kappa \) takes the value 1 here. \( \mathbb{E}_T[G(r, T)] \) and \( \mathbb{E}_R[G(R, t)] \) are still independent of \( r \) and \( t \), respectively, but they take a value of \( \kappa_0 \). Now solving for the resultant quadratic, we get (49).

REFERENCES


