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Abstract—A canonical space–time characterization of mobile wireless channels is introduced in terms of a fixed basis that is independent of the true channel parameters. The basis captures the essential degrees of freedom in the received signal using discrete multipath delays, Doppler shifts, and directions of arrival (DOA). The canonical representation provides a robust representation of the propagation dynamics and eliminates the need for estimating delay, Doppler and DOA parameters of different multipaths. Furthermore, it furnishes a natural framework for designing low-complexity space–time receivers. Single-user receivers based on the canonical channel representation are developed and analyzed. It is demonstrated that the resulting canonical space–time receivers deliver near-optimal performance at substantially reduced complexity compared to existing designs.
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I. INTRODUCTION

The use of antenna arrays for enhancing the capacity and quality of wireless communication systems has spurred significant interest in space–time signal processing techniques [1]. A key consideration in space–time receiver design is modeling the complex time-varying multipath propagation environment. Most existing receiver designs employ “ideal” matched filtering to all the dominant multipaths and corresponding direction of arrivals (DOAs). In addition to suffering from high computational complexity in a dense multipath environment, such receivers rely heavily on accurate estimation of the delay and DOA parameters of dominant scatterers [1]. It can be difficult to estimate these parameters in low SNR scenarios. The time-varying nature of the spatio-temporal channel requires continuous tracking of delay and DOA parameters which further complicates receiver design. The complexity of front-end processing can adversely affect other aspects of receiver design as well, including interference suppression, timing acquisition, and channel estimation.

In this paper, we introduce a canonical representation of the received signal in terms of a fixed finite-dimensional basis. The basis captures the essential degrees of freedom in the channel that are observable at the receiver and corresponds to certain discrete multipath delays, Doppler shifts, and DOAs of the signaling waveform. The canonical representation provides a robust representation of the propagation dynamics and eliminates the need for estimating delays, Doppler shifts, and DOAs of different multipaths. In essence, it is a parsimonious fixed representation of the signal with virtually no loss of information. In this paper, we focus on single-user code-division-multiple-access (CDMA) systems to illustrate the advantages of the canonical representation. We develop both coherent and noncoherent space–time receiver structures. It is demonstrated that the canonical receiver structures deliver near-optimal performance at a dramatically reduced complexity compared to existing designs, especially in dense multipath environment.

There have been several recent works that exploit the use of fixed basis signals for modeling and estimating the wireless channel (see, e.g., [2]–[4]). All these works focus on temporal processing and slow fading environment. This paper develops a model for an arbitrary spatio-temporal channel and fully incorporate fast fading effects along the lines of [5]. We note that temporal channel variations are also modeled via basis signals in [6]. However, in contrast to the fixed basis philosophy of this paper, the basis signals used in [6] depend on channel parameters such as Doppler frequencies.

The canonical channel representation is developed in the next section. Single-user coherent and noncoherent receiver designs are discussed in Section III. The performance of the receivers is analyzed in Section IV. Section V demonstrates the advantages of canonical space–time receivers via various examples. Conclusions and avenues for future research are discussed in Section VI.

II. CANONICAL SPACE–TIME SIGNAL REPRESENTATION

The received complex baseband signal vector \( \mathbf{r}(t) \) at an \( R \)-element sensor array due to a single symbol from a single user is

\[
\mathbf{r}(t) = \mathbf{s}(t) + \mathbf{n}(t) \tag{1}
\]

where \( \mathbf{s}(t) \) and \( \mathbf{n}(t) \) are the \( R \)-dimensional information bearing signal and complex white Gaussian noise, respectively. The signal component at the \( k \)th element in the array is

\[
s_k(t) = \int_{S^-} e^{-j2\pi \frac{\lambda}{\lambda_c} \phi} \mathcal{A}(\phi, t) \, d\phi, \quad k = 1, 2, \ldots, R
\]

where \( \lambda \) denotes the carrier wavelength, and \( c \) denotes the speed of propagation. As illustrated in Fig. 1, \([S^-, S^+]\) is the angular...
spread of the scatterers encountered during propagation, and \( \tau_k(\phi) \) is the time delay of the signal waveform at the \( k \)th antenna element relative to the first antenna element. The received signal \( x(\phi, t) \) is related to the transmitted signaling waveform \( q(t) \) of duration \( T \) via the angle-dependent time-varying channel impulse response \( h(\phi, t, \tau) \) or, equivalently, the multipath-Doppler spreading function \( H(\phi, \theta, \tau) \) \[7\], \[8\] 
\[
x(\phi, t) = \int_0^{T_m} h(\phi, t, \tau)q(t - \tau) d\tau \\
= \int_0^{T_m} \int_{-B_d}^{B_d} H(\phi, \theta, \tau)q(t - \tau)e^{j2\pi\eta t} d\theta d\tau 
\] (2)
where \( T_m \) and \( B_d \) denote the multipath and Doppler spreads, respectively. Without loss of generality, we choose \( q(t) \) to have unit energy with support \([0, T]\). Defining the array response vector as a function of \( \phi \) as 
\[
a(\phi) = \left[1, e^{-j2\pi\tau_1(\phi)}, \ldots, e^{-j2\pi\tau_L(\phi)}\right]^T / \sqrt{R} 
\] (3)
we can express the received signal in a vector form as follows:
\[
s(t) = \int_{S^+} a(\phi)x(\phi, t) d\phi. 
\] (4)
A discretized version of (2) is often used for system design and analysis
\[
s(t) = \sum_{k=1}^{L_T} \beta_k a(\phi_k) e^{-j2\pi\eta t}q(t - \tau_k) 
\] (5)
where \( L_T \) is the number of (dominant) scatterers. \( \beta_k(t) \) is the time-varying complex path fading coefficient, and \( \phi_k \in [S^-, S^+] \) and \( \tau_k \in [0, T_m] \) are the DOA and path delay corresponding to the \( k \)th path.

A. Canonical Signal Representation

The signal experiences temporal and spatial dispersion during propagation as evident from (2). Our characterization of the information-bearing signal is motivated by the fact that the signaling waveform \( q(t) \) has a finite duration \( T \) and an essentially finite bandwidth \( B \). Hence, the signal \( x(\phi, t) \) exhibits only a finite number of temporal degrees of freedom that are captured by

1 For simplicity of presentation we have assumed a one dimensional array.

2 We note that \( T_m \) and \( B_d \) denote the maximum spreads—the variation of spreads with \( \phi \) is captured by \( H(\phi, \theta, \tau) \).

Fig. 1. Signal reception geometry.

a set of uniformly spaced discrete multipath delays and Doppler shifts \([5], [9]\). Furthermore, assuming the antennas are spaced to avoid spatial aliasing, \( s(t) \) possesses at most \( R \) spatial degrees of freedom that can be captured by certain discrete DOAs even if the DOA distribution is continuous within \([S^-, S^+]\). The following canonical space–time characterization of \( s(t) \) identifies these essential spatio-temporal degrees of freedom in the channel that are observable at the receiver.

**Theorem:** The signal \( s(t) \) in (4) admits the canonical representation
\[
s(t) \approx \hat{s}(t) \\
= \sum_{p=1}^{P^+} \sum_{m=-M}^{M} \sum_{l=0}^{L} H_{pmn} a_{pmn}(t), \quad 0 \leq t < T 
\] (6)
in terms of the unit-energy space–time basis waveforms
\[
a_{pmn}(t) = a(\phi_p)e^{j(2\pi mt)/T}q\left(t - \frac{l}{B}\right) 
\] (7)
where \( \{\phi_1, \phi_2, \ldots, \phi_R\} \) are chosen such that \( \{a(\phi_1), \ldots, a(\phi_R)\} \) are linearly independent and \(-\pi/2 \leq \phi_1 < \phi_2 < \cdots < \phi_R \leq \pi/2\). The number of terms in (6) are given by \( L = [T_m/B], M = [TB_d], P^+ = \min\{\phi_i : \phi_i \geq S^+\}, \) \( D^+ = \max\{\phi_i : \phi_i \leq S^-\} \).

The proof of this canonical representation is given in Appendix A. An alternate proof based on the finiteness of the array aperture is given in [11]. Fig. 2 illustrates the canonical space–time channel coordinates defined by the multipath-Doppler-angle sampling in the above representation. We note that the number of terms in the canonical coordinate expansion given above is the minimum to obtain a reasonably accurate representation of \( s(t) \) for an arbitrary channel. The main source of error is due to the band-limited approximation to the signaling waveform \( q(t) \). It is shown in the next section that the representation accuracy can be improved arbitrarily by increasing both the number of terms in the expansion (6) and through the choice of \( B \). We also note that for uniform linear array geometries with the time delay at the \( p \)th element relative to the first is given by \( \tau_p(\phi) = (p - 1)d\sin(\phi)/c \) where

3 This is related to Shannon’s celebrated 2\( WT \) theorem (see, for example, [10]).

4 Note that \( \phi \) is used for canonical DOAs instead of \( \phi \) to differentiate canonical spatial sampling from natural DOAs represented by \( \phi \).

Fig. 2. A schematic depicting the canonical space–time coordinates.
is the spacing between adjacent elements. If, furthermore, \( d = \lambda/2 \), then a set of orthogonal spatial basis vectors \( \{a(\varphi_p)\} \) can be obtained by choosing

\[
\sin(\varphi_p) = \frac{2p-R-1}{R}, \quad p = 1, 2, \ldots, R.
\]

While the canonical representation (6) is quite general, it proves particularly advantageous in the context of spread-spectrum \((TB \gg 1)\) signaling [5]. From a signal representation viewpoint, it provides a robust and parsimonious characterization of space–time propagation effects in terms of the fixed basis given in (7). It is parsimonious in the sense that, amongst all fixed-basis representations, it yields the lowest-dimension signal representation that is valid for any spatio-temporal channel with given channel spreads. This is due to the fact that the maximum number of essential degrees of freedom induced by the temporal and spectral channel spreading is approximately \((TB_d + 1) = (L + 1)(2M + 1)\) [5], [8], and the maximum number of degrees of freedom induced by spatial channel spreading is \((S^+ - S^-)/S_a \approx (P^+ - P^- + 1)\), where \(S_a\) denotes the sensor aperture [11]. These essential degrees of freedom are captured by a fixed basis in the canonical representation. Any fixed-basis signal representation will require at least \((L + 1)(2M + 1)(P^+ - P^- + 1)\) dimensions for characterizing all spatio-temporal channels with the given channel spreads. Consequently, the canonical representation also eliminates the need for estimating arbitrary delays, Doppler shifts, and DOAs of dominant scatterers. Note that changes in the channel spread can be accommodated by simply adding or discarding some basis functions; the structure of the basis set does not change.

The representation also provides a versatile framework for channel modeling—both deterministic and stochastic. In particular, the \((P^+ - P^- + 1)(2M + 1)(L + 1)\) dimensional canonical channel coordinates defined by the basis (7) characterize the inherent diversity level afforded by a wide-sense stationary uncorrelated scatter (WSSUS) channel [5], [9]. This is evident from (6) as the signal \(s(t)\) can be represented in terms of a finite number of the canonical basis waveforms. This indicates that the signal energy is located within a compact region of the canonical coordinate system.

Note that one may choose an “optimal” basis with a minimal number of nonzero expansion coefficients for a given signal \(s(t)\). However, such optimal bases are generally parameter-dependent. For example, an optimal set can be designed for given delays and DOAs of different paths. However, for a different set of delays and DOAs, all the basis signals in the set must be modified to preserve optimality. The representation (6) directly utilizes the \(a\ priori\) knowledge about the structure of the received signal—the array response \(a(\varphi)\), the signaling waveform \(q(t)\), and the channel spread parameters—to capture the essential degrees of freedom in the signal with respect to a fixed basis.

### B. Computing Canonical Channel Parameters

The proof of the canonical signal representation in Appendix A is based on the time-limited and (essentially) band-limited nature of \(q(t)\). In fact, the resulting channel parameters, which serve as the basis expansion coefficients in the representation, only depend on the duration \(T\) and bandwidth \(B\) of \(q(t)\). However, the channel parameters derived in the proof are not necessarily optimal in any particular sense. A naturally optimal criterion to compute these channel parameters is to minimize the energy loss in reconstructing the signal \(s(t)\)

\[
\varepsilon_r = \int_{-\infty}^{\infty} \| s(t) - \hat{s}(t) \|_2^2 \, dt
\]

where \(\| \cdot \|_2\) denotes the 2-norm of a vector \(x\). For analysis and derivation purposes, we define the vector space \(\mathbb{C}^R \otimes \mathbb{L}_2\) for space–time signals of the form \(s(t)\) given in (4) with an inner product of two signals \(x(t)\) and \(y(t)\) defined as \(\langle x, y \rangle_{ST} \triangleq \int \overline{y}(t) x(t) dt\). Then, \(\varepsilon_r\) in (9) becomes \(\| s - \hat{s} \|_{ST}^2\), where \(\| \cdot \|_{ST}\) is the space–time norm of \(x\) induced by the inner product defined above. Note that \(\| q_{\text{null}} \|_{ST} = 1\).

In this section, we investigate the least squares optimal solution for the channel coefficients. We define the canonical array response matrix, temporal basis vector, and canonical channel parameter vector as follows:

\[
A_R = [a(\varphi_{-P}), \ldots, a(\varphi_{P})]
\]

\[
\psi_R(t) = \left[ e^{-j(2\pi M t)/T}, \ldots, e^{-j(2\pi M t)/(2M + 1)} \right]^T
\]

\[
\otimes \left[ q(t), q\left(t - \frac{1}{B}\right), \ldots, q\left(t - \frac{L}{B}\right) \right]^T/\sqrt{T}
\]

\[
\hat{h} = [\hat{H}_{P-1, M0}, \ldots, \hat{H}_{P-1, M L}, \ldots, \hat{H}_{P+1, M0}, \ldots, \hat{H}_{P+1, M L}, \ldots]
\]

The symbol \(\otimes\) denotes Kronecker product [12] and superscript \(T\) denotes matrix transposition. We may rewrite the canonical signal representation in (6) as

\[
\hat{s}(t) = U_R Q_R(t) \hat{h}
\]

\[
U_R \triangleq A_R \otimes \text{ones}(1,(L + 1)(2M + 1))
\]

\[
Q_R(t) \triangleq \text{diag}(\psi_R(t)) \otimes I_{(P^+ - P^- + 4)},
\]

Here, \(\text{ones}(I, J)\) is an \(I \times J\) matrix with unity for all entries, and \(\text{diag}(\mathbf{v})\) forms a diagonal matrix from the elements of a vector \(\mathbf{v}\). With this notation, it can be shown that the solution of the least squares problem (9) is

\[
\hat{h} = \arg \min_{\hat{h}} \| U_R Q_R(t) \hat{h} - s(t) \|_{ST}^2 = R_w^{-1} d
\]

\[
d = \int_{-\infty}^{\infty} Q_H(t) U_R^H s(t) dt,
\]

\[
R_w \triangleq \int_{-\infty}^{\infty} Q_H(t) U_R^H U_R Q_R(t) dt.
\]

\(\text{Up to synchronization to a “global” delay, Doppler offset, and DOA to “align” the basis, which is required in all receivers.}\)

\(6\) The integral is defined over the real line even though \(s(t)\) and \(\hat{s}(t)\) represent a single symbol. This accomodates an arbitrary multipath spread.
The resulting minimized reconstruction error is

$$\varepsilon_{\text{r}, \text{MIN}} = \int s^H(t) s(t) \, dt - d^H R_{\text{MN}}^{-1} d.$$  \hspace{1cm} (14)

The magnitude of \(\varepsilon_{\text{r}, \text{MIN}}\) depends on various parameters. However, we can decompose it into three parts, each corresponding to approximation in multipath, Doppler, and space domain. The error bound for general spatio-temporal time-varying channel is

$$\sqrt{\varepsilon_{\text{r}, \text{MIN}}} \leq C_{\text{angle}} \sqrt{\varepsilon_{\text{r}, \text{angle}}} + C_{\text{doppler}} \sqrt{\varepsilon_{\text{r}, \text{doppler}}} + C_{\text{multipath}} \sqrt{\varepsilon_{\text{r}, \text{multipath}}}$$  \hspace{1cm} (15)

where \(C_{\text{angle}}, C_{\text{doppler}}, C_{\text{multipath}}\) are some constants. The first term \(\varepsilon_{\text{r}, \text{angle}}\) represents the reconstruction error in angle alone, which can be made arbitrarily small by the choice of array geometry and increasing the number of terms in the summation over \(p\) (see Appendix B). The second term \(\varepsilon_{\text{r}, \text{doppler}}\) represents the reconstruction error in Doppler only. The Doppler bases \(e^{2\pi m f/T}\) imply a Fourier series expansion for the Doppler spectrum, and hence, this error can be made arbitrarily small by including more terms in the summation over \(m\) (Appendix C). The third term \(\varepsilon_{\text{r}, \text{multipath}}\) is the error incurred by approximating arbitrarily multipath delays with uniformly delayed versions of \(q(t)\). The uniform delays are multiples of \(1/B\), so by choosing \(B\) sufficiently large, and by including more terms in the sum, we can approximate \(q(t - \tau)\) arbitrarily well using \(q(t - m/B)\), \(m = 0, 1, \ldots, L\) (Appendix D). We prove inequality (15) in Appendix E.

In sparse multipath environments where some of the channel coefficients in \(H_{\text{MN}}\) are zero, the canonical representation as (6) may suffer from overparametrization. This problem can be mitigated by adding an algorithm which tracks the subset of “nonzero” channel coefficients, at the expense of increased complexity. An example of this is “RAKE finger tracking” in IS-95 where dominant \(T_c\)-spaced multipath delays are tracked [13].

### C. Reconstruction Error for DS-CDMA Systems

We now focus on the special case of DS-CDMA systems employing spread-spectrum signaling waveforms \(q(t)\) of the form

$$q(t) = \sum_{i=0}^{N-1} c_i v(t - iT_c)/C, \quad 0 \leq t < T$$  \hspace{1cm} (16)

where \(c_i\) is the spreading sequence of length \(N\), \(v(t)\) is the chip waveform of duration \(T_c\) and \(C\) is a normalization constant which ensures \(q(t)\) has unit energy. Since the spreading sequence has approximately flat spectral magnitude, the bandwidth \(B\) of \(q(t)\) is solely determined by the bandwidth of \(v(t)\), which is inversely proportional to \(T_c\). As noted in the previous section, the definition of \(B\) affects the accuracy of the canonical representation.

We will consider bandwidth definitions of the form \(B \approx \mathcal{O}/T_c\), where \(\mathcal{O}\) is termed a chip rate oversampling factor, typically 1, 2, 4, or 8. We assume the discrete multipath channel model given in (5). The choice of \(\mathcal{O}\) and the shape of the chip waveform \(v(t)\) can have a significant effect on the reconstruction error \(\varepsilon_{\text{r}, \text{MIN}}\). Clearly, we would like to select a \(v(t)\) whose energy is concentrated around DC since \(\varepsilon_{\text{r}, \text{MIN}}\) is proportional to the energy of \(q(t)\) outside the frequency range \(|f| \leq W/2\) (see Appendix D). In this paper, we use the class of raised-cosine chip waveforms and show that by sufficient oversampling (a maximum of 8), the reconstruction error \(\varepsilon_{\text{r}, \text{MIN}}\) can be made negligible. Define \(v(t)\), as given in the equation at the bottom of the page, where \(\alpha\) is the roll-off factor. Notice that \(\alpha = 0\) generates a rectangular chip waveform. As \(\alpha\) increases, the main lobe of the spectrum becomes wider, but the side lobe levels are smaller. Hence, we expect \(\varepsilon_{\text{r}, \text{MIN}}\) for \(\mathcal{O} = 1\) to increase as \(\alpha\) increases due to the broadening mainlobe. However, for large \(\alpha\), \(\varepsilon_{\text{r}, \text{MIN}}\) should decrease more rapidly with increasing \(\mathcal{O}\), because the sidelobes are smaller. These properties are shown below and illustrated with examples in Section V.

It is instructive to look at the reconstruction error associated with a single multipath temporal channel \(h(t) = \delta(t - \tau), \tau_i \in [0, T_c]\) for different \(\alpha\). To illustrate the error a length 31 \(M\)-sequence is used. In this case, the canonical basis is of the form \(\{q(t - l/B)\}\) with \(l = 0, 1, \ldots, L\) and the canonical channel parameter computation follows from Section II-B. The reconstruction error for roll-off factor of \(\alpha = 0\) can be easily obtained in closed form. Let \(s(t) = q(t - \tau_i), \tau_i \in (k/B, k+1/B)\), where \(k = 0, 1, \ldots\), for rectangular chip waveform and \(B = \mathcal{O}/T_c\). For simplicity, we use a rectangular chip waveform. It can be shown from (13) that due to the linearity of \(\alpha(\tau_i) = \int q(t) q(t - \tau_i) \, dt\) with respect to \(\tau_i\), the canonical channel parameters \(H_{\text{M0}} = 0\) for \(l \neq k, k + 1\). Without loss of generality, set \(k = 0\) hence \(\tau_i \in [0, T_c]\). In this case

$$R_{\text{w}} = \begin{bmatrix} 1 & 1 - \mathcal{O}/T_c \\ 1 - 1/\mathcal{O} & 1 \end{bmatrix}, \quad d = \begin{bmatrix} 1 - \tau_i/T_c \\ 1 - 1/\mathcal{O} + \tau_i/T_c \end{bmatrix}.$$  \hspace{1cm} (17)

It can be shown from (13) and (14) that

$$\varepsilon_{\text{r}, \text{MIN}} = 2\tau_i/T_c \left( 1 - \mathcal{O}/T_c \right).$$  \hspace{1cm} (18)

*The term oversampling implies sub-chip rate sampling of the output of the matched filter \(g^*(t)\) (Fig. 5). The effects of oversampling are further discussed in Section III.*
Equation (17) implies that \( \varepsilon_{r,\text{MIN}} \leq (1/(2\mathcal{O})) \), which approaches zero as \( \mathcal{O} \) increases. Fig. 3 depicts the reconstruction error as a function of \( \tau_1 \) for \( \mathcal{O} = 1, 2 \) with \( \{H_{000}, H_{000}\} \) computed using least squares and truncated Fourier series (Appendix A) methods.

Fig. 4 shows \( \varepsilon_{r,\text{MIN}} \) as a function of \( \tau_1 \). Notice that for a given oversampling factor \( \mathcal{O} \), local maxima occur exactly at the middle of two basis function delays. For \( \alpha = 0 \), only the two basis functions adjacent to \( \tau_1 \) contribute to \( \tilde{s}(t) \) due to the linearity of the rectangular waveform’s temporal correlation. This is not true with \( 0 < \alpha \leq 1 \). In general, all basis functions will contribute to the canonical representation, except when \( \tau_1 = l/B \). The effect of oversampling factor \( \mathcal{O} \) and roll-off factor \( \alpha \) on reconstruction error for general frequency-selective channels is discussed in Appendix D. The oversampling factor \( \mathcal{O} \) and roll-off factor \( \alpha \) can be traded off to minimize reconstruction error.

The error is directly related to symbol error as discussed in Section IV. When \( \mathcal{O} = 1 \), choosing \( \{\varphi_0\} \) as in (8) gives a set of approximately orthonormal set of basis functions \( \{\varphi(t)\} \), albeit at the expense of a loss of accuracy in the representation (6) in the case of arbitrary multipath delays. The accuracy of (6) can be improved by increasing the oversampling factor \( \mathcal{O} \), although at the expense of losing orthogonality of the basis functions \( \{\varphi(t)\} \).

### III. Space–Time Receiver Structure

Consider the discrete multipath channel described in (5). For simplicity in receiver design, we assume \( T_{\text{m}} \ll T \), which is typical in mobile wireless environments and implies negligible intersymbol interference (ISI). \(^9\) Conventional coherent space–time receivers, such as those proposed in [1], are based on the ideal test statistic

\[
Z = \text{Re} \left\{ \sum_{l=1}^{L_T} \beta_l^* \langle r(t), \alpha_l \rangle e^{j2\pi f_0 t} q(t - \tau_l) \right\}
\]

which requires estimates of the DOAs \( \phi_l \), delays \( \tau_l \), and fading coefficients \( \beta_l \) of each multipath component. The detected symbol is given by \( g(t) = \text{sgn}(Z) \). This receiver performs matched-filtering to all the multipath components, resulting in high complexity in a dense multipath environment. Furthermore, the performance depends on the quality of the DOA, delay, and channel parameter estimates. Even if joint angle-delay estimation frameworks [1], [14] are employed, a large number of observations and relatively complex algorithms are necessary to obtain accurate parameter estimates for the conventional receiver.

In Section II, we have shown that a space–time signal \( s(t) \) in (4) can be represented with arbitrary accuracy using the canonical representation. This suggests that all the signal processing in the receiver can be performed in the canonical channel coordinates. The canonical channel coordinates have lower dimensionality than the original signal space. The representation (6) also provides a framework for space–time processing that eliminates the need for DOA and delay estimates. This results in significant reduction of receiver complexity and robustness against parameter estimation errors. In addition, our approach fully accounts

\[^8\] Due to the correlation properties of the spreading sequence.

\[^9\] Large delay spreads for which ISI is not negligible can be accommodated by jointly decoding a frame of symbols.
For fast fading effects and in fact exploits Doppler effects for additional diversity compared to conventional receivers [5], [9].

In this paper, we develop space–time single-user receivers for binary signaling—both coherent antipodal and noncoherent orthogonal signaling are considered. Recall that the delay spread $T_m$ is assumed to be sufficiently small ($T_m \ll T$) so that ISI is negligible and symbol-by-symbol detection suffices. The $R$-dimensional complex baseband signal within one symbol duration at the receiver is given by (1), $q(t) \in \{\pm q_0(t)\}$ for antipodal signaling and $q(t) \in \{q_1(t), q_2(t)\}$ for orthogonal signaling. We consider the discrete multipath model (5) for receivers development and analysis. The noise vector $n(t)$ is assumed to be complex Gaussian with zero mean and $E[n(t)n^H(t')] = N_0 \delta(t - t') I_{N_{out}}$, where $I_K$ is a $K \times K$ identity matrix and $N_{out} = (P^+ - P^- + 1)(2M + 1)(L + 1)$.

A. Coherent Antipodal Signaling

The canonical representation in (6) suggests a coherent space–time matched filter receiver structure defined by the basis functions in (7). The canonical space–time receiver maps the received signal $r(t)$ onto the basis functions to form the test statistic

$$Z = \text{Re} \left\{ \sum_{p=-P^+}^{P^+} \sum_{m=-M}^{M} \sum_{l=0}^{L} \hat{H}_{pml}^H \langle r, q_{pml} \rangle \right\}$$

(19)

where $\{\hat{H}_{pml}\}$ are estimates of the canonical channel coefficients. In this paper, we assume perfect $\{\hat{H}_{pml}\}$ estimates are obtained by projecting a noise-free pilot signal onto the canonical subspace.

It is desirable to formulate the detection statistics in matrix form for analysis considerations. Define the array response matrices and delayed signaling waveforms vector

$$A_T \hat{r}(t) = [a(\phi_1), \ldots, a(\phi_{LT})]$$

$$\psi_T(t) = [q(t - \tau_1), \ldots, q(t - \tau_{LT})]^T.$$

(20)

Then, we can write $s(t)$ in (5) as

$$s(t) = A_T \hat{r}(t) \Theta(t) \beta.$$

The test statistics for binary antipodal signaling with coherent detection given in (19) can be written as $Z = \text{Re} \{\hat{H}^H y\}$, where the superscript $H$ denotes conjugate transpose, $\hat{H}$ is the canonical channel parameter vector. The $N_{out} \times 1$ vector $y$ of space–time matched filter outputs is expressed as

$$y = \int_0^T Q_{H,k}^H(t) U_R^H r(t) dt$$

$$= \left( \int_0^T Q_{H,k}^H(t) U_R^H A_T \psi_T(t) \Theta(t) dt \right) \beta_\theta + \text{Re} \{ R_{W,k} \beta_\theta \} + \text{Re} \{ R_{W,k} \beta_\theta \} + w$$

(21)

B. Noncoherent Orthogonal Signaling

When coherent channel estimation is not practically feasible, a noncoherent detection scheme with orthogonal signaling that relies on estimates of channel statistics can be employed. Define $y \overset{\text{def}}{=} [y^T_1, y^T_2]^T$ and $R_k \overset{\text{def}}{=} E[y y^H | q_k(t)]$, $k = 1, 2$, where $Q_{R,R}$ and $U_R$ are defined in (11). The vector $y$ consists of signal and noise components. For a noise-free pilot signal, the canonical channel parameter vector $\hat{h}$ can be computed according to (13) by substituting the received pilot signal for $s(t)$.

We note that an increase in multipath density does not affect canonical receiver performance as long as the basis functions span the signal space. Furthermore, the canonical receiver can easily adjust the number of basis functions to accommodate changes in the angular, Doppler, and delay spreads. For even modestly dense multipath environments, the complexity of the canonical receiver is substantially less than that of the conventional receiver since fewer channel parameter estimates are required and fewer matched filters need to be implemented. Furthermore, the canonical matched filter outputs can be efficiently computed via a space–time RAKE receiver structure as depicted in Fig. 5 [11].

Fig. 5. Space–time RAKE receiver.
where the subscript $k$ denotes the temporal basis correlation for symbol $k$. If $R_f(t-s)$ is known, the optimal noncoherent detector computes the log-likelihood ratio $\ell(y) = y^H (R^{-1} - R_2^{-1}) y$ and compares it to a threshold [16]. If the estimate of $R_f(t-s)$ cannot be obtained, an equal-gain square-law combining detector can be used [7].

IV. PERFORMANCE ANALYSIS

For performance analysis, we assume a discrete WSSUS multipath channel model in (5) with sufficiently slow fading so that Doppler effects are negligible. This is just the special case of the formulation in Section III with $\theta_l = 0$ in (20) over one symbol duration.

A. Symbol-Error Probability

The performance of ideal and canonical receivers is compared based on the average symbol-error probability ($P_e$) assuming perfect estimates of all multipath parameters ($\{x_k, \phi_k, r_k, \theta_k\}$) for the ideal receiver, and canonical channel coefficients ($\{H_{dt}\}$) for the canonical receiver. From (5) and (21), the symbol test statistics of the canonical receiver in (19) can be written as

$$Z = \Re \{ \hat{h}^H R_{bs} \beta + H^H w \} \tag{22}$$

where $w = \int_{0}^{T} Q_R(t) A_0^H n(t) dt$ and $E[ww^H] = N_0 R_w$ with $R_w$ defined in (14). From (13), $\hat{h} = R_w^{-1} R_{bs} \beta$. Hence, (22) can be written as

$$Z = \beta^H R_{bs} R_w^{-1} R_{bs} \beta + \Re \{ \beta^H R_{bs} R_w^{-1} w \}. \tag{23}$$

Assuming equiprobable binary symbols, the $P_e$ given the fading vector $\beta$ is

$$P_e(\beta) = \mathcal{Q} \left( \sqrt{\frac{2}{N_0}} \beta^H R_{bs} R_w^{-1} \beta \right). \tag{24}$$

Some insight can be gained from (24). Define $R_T = \int_{0}^{T} Q_T(t) A_0^H A_T Q_T(t) dt$. From (14), it follows that the reconstruction error given $\beta$ can be written as:

$$\varepsilon_{r,\text{MIN}}(\beta) = \beta^H (R_T - R_{bs} R_w^{-1} R_{bs} \beta) \beta. \tag{25}$$

Hence, (24) can be written as

$$P_e(\beta) = \mathcal{Q} \left( \sqrt{\frac{2}{N_0}} \beta^H R_T^{-1} \beta \left( 1 - \frac{\varepsilon_{r,\text{MIN}}(\beta)}{\beta^H R_T \beta} \right) \right). \tag{26}$$

Since $P_e$ is obtained by averaging (24) over $\beta$, it can be seen from (26) that (by the monotonicity of $\mathcal{Q}(\cdot)$ and expectation) $P_e$ is an increasing function of $\varepsilon_{r,\text{MIN}}(\beta)$. This is intuitively satisfying since $\varepsilon_{r,\text{MIN}}(\beta)/\beta^H R_T \beta$ is the relative energy loss in the canonical signal representation with respect to the total received signal energy $\beta^H R_T \beta$. This energy loss contributes to decision error.

Assuming $\beta$ is a complex Gaussian random vector with zero mean (the Rayleigh fading model) and $E[\beta \beta^H] = 12 \mathcal{Q}(x) = (1/\sqrt{2\pi}) \int_{-\infty}^{\infty} e^{-x^2/2} dx dt.

$$\Theta_{LT}/(N_0 L_T), \tag{27}$$

where $\mathcal{E}$ is the total received energy, $P_e$ can be obtained as follows:

$$P_e = \frac{1}{2} \sum_{l=1}^{N_{\text{eff}}} \prod_{i=1}^{N_{\text{eff}}} \frac{N_0}{\lambda_i} \left( 1 - \sqrt{\frac{\rho \lambda_i}{\rho \lambda_i + 1}} \right) \tag{27}$$

where $\rho = \mathcal{E}/(N_0 L_T)$ and $\{\lambda_i\}$ are the nonzero eigenvalues of the signal matrix $\Phi \equiv \Phi_R^H \Phi_R^{-1} \Phi_{bs}$. Note that the effects of reconstruction error and diversity on symbol-error rate are coupled in (27). Basically, reconstruction error $\varepsilon_{r,\text{MIN}}$ represents the amount of signal energy captured by receiver, while diversity represents the number of independent signal copies available at the receiver due to the channel scattering. The number of effective diversity and corresponding energy distribution are determined by the number of significant eigenvalues and eigenvalue distribution of the signal matrix $\Phi$.

The $P_e$ of the ideal receiver can be analyzed in the same manner since its test statistic $Z$ is a special case of (23), where $R_{bs} = R_w = R_T$; hence $\Phi = R_T$. The $P_e$ for a noncoherent receiver can be obtained in a similar manner. In particular, by using the eigendecomposition and adopting the approach in [7], a closed-form expression for $P_e$ can also be derived.

B. Diversity Gain

Quantifying the diversity gain from $P_e$ is not a clear-cut matter since the effect of diversity and energy loss on $P_e$ are not separable, as apparent from (27). We choose to define the diversity gain of a space–time receiver with a signal matrix $\Phi$ as follows:

$$D_G = \frac{P_e(\text{receiver})}{\frac{1}{2} \left( 1 - \sqrt{\frac{\rho \text{tr}(\Phi)}{1 + \rho \text{tr}(\Phi)}} \right)} \tag{28}$$

where $\rho$ is as in (27) and $\text{tr}(M)$ is the trace of matrix $M$. The denominator is just the symbol-error probability of a single-path Rayleigh fading channel with the same amount of received signal energy as that remaining after the space–time matched filtering operation (ideal or canonical). We will see in the next section that the proposed receivers capture virtually all diversity available in the received signal. In particular, the loss in the diversity gain decreases as the oversampling factor $O$ is increased and at $O = 8$ the loss is virtually negligible.

V. EXAMPLES

As noted in Section III, the canonical receiver only requires estimates of the canonical channel coefficients, while the ideal receiver requires estimates of all multipath, DOAs, time delays, and fading parameters. For comparison purposes, we assume all parameters required are estimated perfectly. Although unrealistic, this assumption provides an upper bound on performance. Coherent detection and binary antipodal signaling are assumed. A length-31 $M$ sequence serves as the spreading code, and $P_e$
as a function of $\text{SNR}(=\mathcal{E}/\mathcal{N}_0)$ is used as the performance measure.

### A. Example 1. Coherent Space-Only Processing

A nine-element uniform linear array is used with half-wavelength spacing. A total of 21 multipath arrivals with DOAs uniformly distributed on $[-\pi/10, \pi/10]$ is assumed with zero delay spread ($\tau_m = 0$). The canonical receiver is based on up to nine beams with directions chosen according to (8) to obtain $\varphi_k \in \{0, \pm 0.07\pi, \pm 0.15\pi, \pm 0.23\pi, \pm 0.35\pi\}$. Fig. 6 depicts the performance of the conventional and several canonical receivers based on different numbers of beam directions. The receiver with “three beams” uses the directions $\{0, \pm 0.07\pi\}$, “five beams” uses $\{0, \pm 0.07\pi, \pm 0.15\pi\}$, “seven beams” uses $\{0, \pm 0.07\pi, \pm 0.15\pi, \pm 0.23\pi\}$, while “nine beams” use all nine $\varphi_k$. The three-beam canonical receiver experiences a 2.5-dB SNR loss at $P_e = 10^{-4}$ since the beams with directions $\{\pm 0.07\pi\}$ do not span the space corresponding to the angular spread of the multipath ($|\phi| < \pi/10$). However, as suggested by the canonical signal model, five beams are sufficient to represent the given angle spread, as evident from the nearly identical performance of the canonical receiver with five, seven, or nine beams and the conventional receiver exactly matched to the DOAs. Note that the conventional receiver requires estimates of $21 \times 2$ DOA and fading parameters and forms 21 beams, whereas canonical receiver requires estimates of at most nine channel parameters and forms at most nine beams.

### B. Example 2. Coherent Space–Time Processing with Raised-Cosine Chip Waveform of Different Roll-Off Factors $\alpha$

In this example, symbol-error probability for roll-off factors $\alpha$ of 0, 1 are computed. A four-element uniform linear array with a half-wavelength spacing is used and a dense multipath environment with a total of $11 \times 64$ scatterers distributed evenly over $[-\pi/10, \pi/10] \times [0, 3.9375\lambda]$ is simulated. The canonical representation samples at DOAs $\{\pm 0.08\pi, \pm 0.27\pi\}$ with $\mathcal{O} = 1, 2, 4, 8$ for each $\alpha$.

Fig. 7(a) and (b) compares the performance of the conventional (ideal) and canonical receivers. At a symbol-error probability $10^{-4}$, the canonical receiver with a roll-off factor of $\alpha = 0$ is within 0.5 dB of the ideal receiver for $\mathcal{O} = 4$ or 8, and this gap decreases with increasing $\mathcal{O}$. Note that the canonical receiver delivers this near-optimal performance at a substantially reduced complexity. The ideal receiver requires $11 \times 64 \times 3$ estimates of $(\phi_k, \tau_k, \beta_k)$, and computation of $11 \times 64$ matched space–time filter outputs. In contrast, the canonical receiver for $\mathcal{O} = 8$ only requires estimates of $4 \times 33$ coefficients $\hat{H}_{\text{POL}}$ and computation of $4 \times 33$ matched filter outputs. Similar complexity savings also occur for $\alpha = 1$ with improved performance (compared to that for $\alpha = 0$) as demonstrated next. Notice that for raised-cosine with $\alpha = 0$ at symbol-error probability of $10^{-4}$, a 2.3-dB SNR loss occurs for $\mathcal{O} = 1$ and 0.3 dB for $\mathcal{O} = 4$. For $\alpha = 1$, the canonical receiver experiences a loss of 4 dB for $\mathcal{O} = 1$ and virtually no loss for $\mathcal{O} = 4$. The increased SNR loss at $\mathcal{O} = 1$ for roll-off factor of $\alpha = 1$ occurs because the spectral main lobe is twice as wide as that for roll-off factor of $\alpha = 0$. However, the side lobe magnitudes decay much faster for $\alpha = 1$, resulting in virtually no SNR loss as compared with that for $\alpha = 0$.

The diversity gain $D_C$ for the above receiver structures above are computed and depicted in Fig. 7(c) and (d). As expected, the loss in diversity gain with respect to the ideal receiver become smaller as the oversampling factor $\mathcal{O}$ is increased. The effect of roll-off factor $\alpha$ on diversity gain is similar to that on symbol-error probability.

The above examples demonstrate that $P_e$ of canonical receivers approach those of the ideal receiver within a practical range of SNR (0–15 dB) as the oversampling factor $\mathcal{O}$ and/or raised-cosine roll-off factor $\alpha$ increase. In fact, the difference in $P_e$ can be made arbitrarily small since the reconstruction error can also be made arbitrarily small. This indicates that the canonical coordinate signal representation is able to capture essentially all the signal energy arriving at the receiver. The last example indicates that these receivers capture all the essential diversity that are contained in the received space–time signal.

### VI. DISCUSSION AND CONCLUSIONS

In this paper, we have introduced a parsimonious canonical representation for arbitrary time-varying spatio-temporal channels. The representation exploits the fact that the underlying signal space possesses finite degrees of freedom due to the finite duration and essentially finite bandwidth of signaling waveform and finite aperture of sensor array. The representation has been shown to capture all the essential degrees of freedom and energy that are contained within the signal. This representation is used to design wireless space–time receivers that eliminate the need for delay, Doppler, and DOA parameter estimation. The resulting receivers attain near-optimal performance, with substantially less complexity than existing designs, particularly in dense multipath environments. The number of parameters in the canonical representation is independent of the number of multipaths and depends only on the angle, delay, and Doppler spreads of the channel.
The parsimonious nature of the proposed canonical coordinate representation simplifies a number of problems in mobile wireless communication. In the case of time-only processing, the representation has been exploited for diversity processing, interference suppression, and timing acquisition [5], [17], [9], [18]. In a multiuser context, the canonical representation provides a natural framework for tailoring receiver complexity to a desired level of performance. We are currently investigating the use of the canonical representation in several aspects of multiuser spatio-temporal receiver design, including interference suppression [15], [19], channel estimation, and timing acquisition.

**APPENDIX A**

**PROOF OF CANONICAL SIGNAL REPRESENTATION THEOREM**

To prove (6), we devise a method to compute the canonical channel parameters $H_{mn,t}$. First, we derive a strictly band-limited approximation of $x(t)$. Then, the Fourier series of the approximation is truncated to leave out the terms that are ‘sufficiently outside’ the delay, Doppler, and angle spread. Due to its time-limited and essentially band-limited nature, $x(\phi, t)$ admits a representation\(^{15}\) [5]

$$ x(\phi, t) \approx \sum_{m=-M}^{M} \sum_{n=-L}^{L} \hat{F}_{mn}(\phi) e^{j2\pi mnT/M} q\left(t - \frac{1}{B}\right) \quad \text{(6A)} $$

$$ \hat{F}_{mn}(\phi) = \int_{-B_d}^{B_d} H(\phi, \theta', \tau') \exp\left[-j\pi(m/T - \theta')\tau/T\right] \times \text{sinc}\left(\frac{m}{T} - \theta'\right) \times \text{sinc}\left(\frac{l}{B} - \tau\right) \text{d}\theta' \text{d}\tau' \quad \text{(6B)} $$

where $L = \lceil T_m B \rceil$ and $M = \lceil TB_d \rceil$. Then, (4) can be written as

$$ s(t) \approx \sum_{m=-M}^{M} \sum_{n=-L}^{L} e^{j2\pi mnT/M} q\left(t - \frac{1}{B}\right) \int_{-B}^{B} \hat{F}_{mn}(\phi) a(\phi) \text{d}\phi \quad \text{(6C)} $$

\(^{15}\text{sinc}(x) = \sin(\pi x) / (\pi x)\)
By choosing \( \{\varphi_p\}_{p=1}^R \) such that \( \{\mathbf{a}(\varphi_p)\}_{p=1}^R \) are linearly independent, \( \mathbf{a}(\varphi_p) \mathbf{a}(\varphi_p) = \mathbf{C}^R \), hence there exists coefficients \( v_{jm} \) such that
\[
\int_{S^-} \hat{F}_{jm}(\phi) \mathbf{a}(\phi) \, d\phi = \sum_{p=1}^R v_{jm} \mathbf{a}(\varphi_p), \quad (29)
\]
In particular, if \( \{\varphi_p\} \) are chosen so that \( \{\mathbf{a}(\varphi_p)\} \) are orthogonal, then
\[
v_{jm} = \mathbf{a}^H(\varphi_p) \int_{S^-} \hat{F}_{jm}(\phi) \mathbf{a}(\phi) \, d\phi, \quad p = 1, \ldots, R.
\]
Otherwise
\[
[v_{1m}, \ldots, v_{Rm}]^T = (\mathbf{U}_R^H \mathbf{U}_R)^{-1} \mathbf{U}_R^H \int_{S^-} \hat{F}_{jm}(\phi) \mathbf{a}(\phi) \, d\phi,
\]
where \( \mathbf{U}_R \) is defined in (12). It is shown in Appendix B for uniform linear array with \( \{\varphi_p\}_{p=1}^R \) chosen according to (8) that terms outside \( p = P^-, \ldots, P^+ \) are small. Hence, (6) follows.

While this method highlights the idea behind canonical signal representation, it is not optimal in the least square sense. As demonstrated in Appendix B, the error in the spatial domain originates from the truncation of the summation in (29). The magnitude of the error depends on the contribution of the excluded array response vectors due to a source from an arbitrary direction in \([S^-] \cup S^+\). Since the excluded response vectors \( \mathbf{a}(\phi) \) are associated with directions \( \phi \not\in [S^-] \cup S^+ \), it is the sidelobe levels of the array response that determine the truncation error.

**APPENDIX B**

**UPPER BOUND FOR \( \varepsilon_{\text{angle}} \) — ANGLE ONLY**

Consider the angle-only case where \( \mathbf{s} = \int_{S^-} h(\phi) \mathbf{a}(\phi) \, d\phi = h(\phi_0) \mathbf{a}(\phi_0) S_\Delta \) for some \( \phi_0 \in [S^-] \cup S^+ \), \( S_\Delta \) by mean value theorem. For simplicity, we use uniform linear array (ULA) with \( \{\varphi_p\}_{p=1}^R \) given in (8), which corresponds to orthogonal set of \( \{\mathbf{a}(\varphi_p)\}_{p=1}^R \). Define \( S \overset{\text{def}}{=} \{P^-, \ldots, P^+\} \). Given \( \phi_0 \in [\varphi_m, \varphi_{m+1}] \) (hence \( \{n, n+1\} \subset S \)), it follows from (8) that there exists \( 0 < \delta_0 < 2 \) for \( p \not\in S \) such that
\[
\Delta_R(n,p) = \sin(\varphi_0) - \sin(\varphi_p) = \frac{1}{R}[K_0 + 2(n - p)].
\]
Then, the corresponding energy in the canonical channel parameter \( \hat{H}_p \) is
\[
|\hat{H}_p|^2 = |h(\phi_0) S_\Delta \mathbf{a}(\varphi_p) \mathbf{a}(\phi_0)|^2 = \frac{|h(\phi_0) S_\Delta \sin(\Delta R(n,p))|}{\sin(\Delta R(n,p))}^2 = |h(\phi_0) S_\Delta| \sin(\Delta R(n,p)) / \sin(\Delta R(n,p)) \cdot (30)
\]
It is apparent \( |\hat{H}_p|^2 \) are small for \( p \not\in S \) as they correspond to the sidelobe energy. Hence
\[
\varepsilon_{\text{angle}} = \frac{1}{2} \sum_{ \{p \not\in S\} } |\hat{H}_p|^2 = \sum_{ \{p \not\in S\} } \left| \frac{h(\phi_0) S_\Delta}{\sin(\Delta R(n,p))} \right|^2 = \sin^2 \left( \frac{\pi}{2} \delta_0 \right) \left| h(\phi_0) S_\Delta \right|^2 \sum_{ \{p \not\in S\} } \sin^2 \left( \Delta R(n,p) \right)
\]
which can be made arbitrarily small by including more terms in the representation. When all \( R \) terms are used, \( \varepsilon_{\text{angle}} = 0 \).

**APPENDIX C**

**UPPER BOUND FOR \( \varepsilon_{\text{doppler}} \) — DOPPLER ONLY**

In the Doppler-only case, \( s(t) = h(t)q(t) \) and \( h(t) = \int_{-B_d}^{B_d} H(\theta)e^{j2\pi\theta t} \, d\theta \). Then, the canonical channel parameters
\[
\hat{H}_m = \int_{-B_d}^{B_d} H(\theta)e^{j\pi(\theta - mT)T} \, d\theta = 2B_d H(u_k)e^{j\pi(u_k - m)T} \sin(\pi(u_k - m)) \quad (31)
\]
forsome \( u_k \in (-B_dT, B_dT) \). Here, differentiability of \( H(\theta) \) in \((-B_dT, B_dT)\) is assumed and mean value theorem is used for the second equality. It can be seen from (31) that most energy is contained in \( |m| \leq [B_dT] \), which corresponds to the main lobe of the ‘sinc’ function. The reconstruction error originates from the truncation of the series. We have
\[
\varepsilon_{\text{doppler}} = \frac{1}{2} \int_0^T \left| \sum_{m=M+1}^{\infty} \hat{H}_m e^{j2\pi(mT)/T} \right|^2 \, dt = 4 \sum_{m=M+1}^{\infty} \sum_{m' = M+1}^{\infty} \int_0^T e^{j2\pi(mT)/(m-m')} \, dt
\]
\[
= 4T \sum_{m=M+1}^{\infty} \left| \hat{H}_m \right|^2
\]
\[
= \left( \frac{4B_d \sin(\pi u_k)}{\pi} \right)^2 \sum_{m=M+1}^{\infty} \frac{1}{(m - u_k)^2}
\]
\[
\leq \int_{M+1}^{\infty} \frac{K_{\text{doppler}}^2 dx}{(x - u_k)^2} = \frac{K_{\text{doppler}}^2}{M+1 - u_k}.
\]
Then, as \( M \) is increased above \([B_dT]\), the reconstruction error goes to zero.

**APPENDIX D**

**UPPER BOUND FOR \( \varepsilon_{\text{multipath}} \) — MULTIPATH ONLY**

Consider the case when \( M = 0 \) and \( R = 1 \) (no Doppler shift or spatial diversity). In particular, we would like to investigate the effect of oversampling factor \( Q \) and roll-off factor on the reconstruction error \( \varepsilon_{\text{multipath}} \) (see Section II-C). The reconstruction error in this case is upper bounded by the error in Fourier
series expansion [5] which consists of the error due to bandwidth truncation of \( s(t) \) \( (\varepsilon_{r, bw}) \) and Fourier series truncation of the bandwidth-truncated signal \( \bar{s}_B(t) \) \( (\varepsilon_{r, trunc}) \). It follows from triangular inequality property of the space–time norm defined in Section II-B that \( \sqrt{\varepsilon_{r, match}} \leq \sqrt{\varepsilon_{r, bw}} + \sqrt{\varepsilon_{r, trunc}} \). But

\[
\varepsilon_{r, bw} = \int |s(t)|^2 dt \\
\leq 2 \sup_{f \in [B/2, \infty)} |H(f)|^2 \int_0^\infty |Q(f)|^2 df \\
\overset{\text{def}}{=} 2N \int_0^\infty |Q(f)|^2 df
\]

(32)

where \( Q(f) \) is the Fourier transform of \( q(t) \). Since the spreading code has an approximately flat spectrum, \( \varepsilon_{r, bw} \approx 2H N^2 \int_{B/2}^\infty |V(f)|^2 df \), where \( N \) is the spreading gain. For a raised-cosine chip waveform with roll-off factor \( \alpha \), it can be shown that for \( \alpha = 0 \)

\[
\varepsilon_{r, bw} \leq 2N^2 \int_{B/2}^\infty \frac{df}{df} = 8N^2 \frac{T_c}{\sigma}.
\]

(33)

For \( 0 < \alpha, 1 \), with \( z \overset{\text{def}}{=} (2T_c/\sqrt{K_2}) \) \( \alpha \)

\[
\varepsilon_{r, bw} \leq K_1 \int_{B/2}^\infty \frac{df}{df} \left( f^2 - K_2 \alpha^2 \right) \\
= K_1 (\sqrt{K_2} \alpha)^2 \left[ \frac{3}{4} \log \frac{1-z}{1+z} \right. \\
+ \frac{z^2}{2} + \frac{1}{2} z^3 + \frac{z^4}{2(1-z^2)} \left. - \sum_{j=2}^{\infty} \frac{2T_c}{\sigma} \frac{K_3(j)}{\alpha^{j-1}} \right] \\
\approx K_3 (2T_c/\sigma)^5 + K_3 (3/\alpha)^7
\]

for some constants \( K_1, K_2, \) and a sequence \( K_3(j) \) for which the above series is absolutely summable. \(^16\) This shows that for large \( \alpha, \varepsilon_{r, bw} \), decays faster with higher terms.

The bound for \( \varepsilon_{r, trunc} \) is derived as in Appendix B since by mean value theorem

\[
\hat{H}_l = \int_{0}^{T_m} h(\tau) \text{sinc}(B\tau) d\tau = T_m h(\hat{\tau}) \text{sinc}(B\hat{\tau})
\]

for some \( \hat{\tau} \in (0, T_m) \). It is apparent that for \( l > \lceil T_m B \rangle \), the coefficients \( \hat{H}_l \) are small. Hence

\[
\varepsilon_{r, trunc} = 4 \sum_{l=L+1} \sum_{p=L+1} \hat{H}_l \hat{H}_p \int q \left( t - \frac{l}{B} \right) q \left( t - \frac{p}{B} \right) dt \\
= C^2 \sum_{l=L+1} \hat{H}_l^2
\]

(34)

\(^16\)Equation (34) can be obtained from a Taylor series expansion around \( z = 0 \) for \( z < 1 \).

Such \( C > 0 \) exists, since the autocorrelation of the spreading code is banded diagonal, i.e.,

\[
\int q \left( t - \frac{l}{B} \right) q \left( t - \frac{p}{B} \right) dt \approx 0, \quad |l - p| \geq BT_c.
\]

(35)

Hence, \( C \) is to account for the off-diagonal terms. Then, analogous to Appendix C

\[
\varepsilon_{r, trunc} = \left( \frac{K_2 T_m h(\hat{\tau}) \sin(\pi B \hat{\tau})}{\pi} \right)^2 \times \sum_{l=L+1} \frac{1}{(l-B\hat{\tau})^2} \\
\leq \frac{K_2^2 T_m}{(L+1-B\hat{\tau})^2}
\]

(36)

which can be made arbitrarily small by incorporating more terms (except for \( \alpha = 0 \), see Fig. 4).

APPENDIX E

PROOF OF (15)

Given an arbitrary spatio-temporal signal \( s(t) \) as in (4), \( \varepsilon_{r, min} = \| s(t) - \hat{s}_O(t) \|_{ST} \), where \( \hat{s}_O(t) \) is the least squares optimal estimate of \( s(t) \) within the linear span of the space–time canonical basis. By the uniqueness of least square solution, for any \( \hat{s}(t) \neq \hat{s}_O(t) \)

\[
\sqrt{\varepsilon_{r, min}} < \| s(t) - \hat{s}(t) \|_{ST} \\
\leq \| s(t) - \hat{s}_{\text{ang}}(t) \|_{ST} + \| \hat{s}_{\text{ang}}(t) - \hat{s}_{\text{kpp}}(t) \|_{ST} \\
+ \| \hat{s}_{\text{kpp}}(t) - \hat{s}(t) \|_{ST}
\]

(36)

for any \( \hat{s}_{\text{ang}}(t), \hat{s}_{\text{kpp}}(t) \in C^R \otimes L^2 \). The second inequality follows from triangular inequality property of a norm. By mean value theorem, \( s(t) = a(\phi) x(\phi, t) S\Delta \) for some \( \hat{\phi} \in (S^-, S^+) \). Note that \( \hat{s}_{\text{ang}}(t), \hat{s}_{\text{kpp}}(t) \) are arbitrary and \( \hat{s}(t) \) is arbitrary within the linear span of space–time canonical basis. To obtain (15), \( \hat{s}_{\text{ang}}(t), \hat{s}_{\text{kpp}}(t), \) and \( \hat{s}(t) \) are chosen as follows:

\[
\hat{s}_{\text{ang}}(t) = S \Delta x (\hat{\phi}, t) \sum_p F_p a(\phi_p) \\
\hat{s}_{\text{kpp}}(t) = \left[ S \Delta \sum_p F_p a(\phi_p) \right] \\
\times \int_0^{T_m} \sum_m G_m (\hat{\phi}, \tau) e^{i(2\pi mt)/T} d\tau \\
\hat{s}(t) = \left[ S \Delta \sum_p F_p a(\phi_p) \right] \\
\times \sum_m e^{i((2\pi mt)/T)} \sum_l J_{ml}(\hat{\phi}) \Delta h \left( t - \frac{l}{B} \right).
\]

(37)

The choices above reflect three successive least square approximations of \( s(t) \) in angle, Doppler, and multipath domain alone, respectively. The expansion coefficients \( \{ F_p \}, \{ G_m(\hat{\phi}, \tau) \}, \{ J_{ml}(\hat{\phi}) \} \) are chosen such that each error term in (36) is minimized.
It can be shown from (36), (37), and Cauchy-Schwartz’s inequality:

\[ \left| |s(t) - \hat{s}_\alpha(t)|^2\right|^2_{\text{ST}} \leq C^2_{\text{angle}} \times \varepsilon_{r, \text{angle}} \]

\[ \left| |s_\alpha(t) - \hat{s}_\alpha(t)|^2\right|^2_{\text{ST}} \leq C^2_{\text{doppler}} \times \varepsilon_{r, \text{doppler}} \]

\[ \left| |s_{\text{doppler}}(t) - \hat{s}_\alpha(t)|^2\right|^2_{\text{ST}} \leq C^2_{\text{match}} \times \varepsilon_{r, \text{match}} \]

Hence, (15) follows.
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