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Optimal Antenna Diversity Signaling for Wide-Band
Systems Utilizing Channel Side Information
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Abstract—Optimal multi-antenna wide-band signaling schemes to design an efficient signaling scheme at the transmitter. Sev-
are derived for multipath channels assuming perfect channel state eral methods for transmit signal design using channel informa-
information at the transmitter. The scheme that minimizes the bit- i are found throughout the literature. For example, a filter-
error probability in the single-user case is a rank-one space—time L . . .
beamformer which focuses the signal transmission in the direc- bank-pased sghemg for maximizing data rate in |.’nult.|carr|ers.ys—
tion of the most dominant channel mode. Several suboptimal vari- t€ms is described in [3]. The use of channel side information
ations are discussed for multiuser applications. The optimal sig- (CSI) at the transmitter for narrow-band systems is discussed in
naling scheme given channel statistics at the transmitter is also de- [4]. Block signaling design to achieve maximum signal-to-noise

rived. The optimal scheme in this case is a full-rank space-time a6 (SNR) and diversity gain for flat fading channels can be
beamformer that transmits on all channel modes. Analysis and found in [5] and [6]

simulation results are used to compare the schemes proposed in . ) ] ) ) )
this paper. Finally, we discuss the optimal signaling schneme whena  This paper focuses on the design of optimal diversity sig-
delayed version of the channel state is available at the transmitter. naling schemes that minimize the bit error rate (BER) given CSI

Itis shown that in this case the optimal scheme is a rank-1 beam- at the transmitter. We show that when perfect channel state infor-
former when the channel variations are sufficiently slow and is a | 1,5tion is available. the BER-optimal solution is characterized
full rank beamformer in a sufficiently fast fading channel. o - . .
by a rank-1 structure: the same signature code is transmitted
Index Terms—Antenna arrays, diversity signaling, feedback, through each antenna and weighted according to the channel
multipath, spread spectrum communication systems, transmit giaie For g single-path channel, we show that the signature code
beamforming. . . . . .
is arbitrary and the optimal antenna weights focus the transmis-
sion at the most dominant spatial channel mode. For a mul-
|. INTRODUCTION tipath channel, however, we show that the optimal signature
PATIO-TEMPORAL diversity, combining multiple an- code ISI? dlscrete—élmg smusc_nd with frequ;]gncytgqu?I tr? the
ennas and temporal signaling, has emerged as a lg%?%ne _reqt:jencyd avtmg :cnaxmum %am.. IS otE |mat.s|cbeme
technology in state-of-the-art systems. For example, an anteffid .eV|eAwt()a asfa aptive rle(tq_uenfcy ﬂof?";.g W hspa '? eam-
array is required at the base station in the third-generati ming. te"’(‘j”? orArmlngdS(;u |?]n or ? ? ‘N9 (fff a}nnﬁswas
WCDMA standard [1]. Receive and transmit antenna diversi So suggested in [4] and [7] when perfect or sufficiently accu-

are utilized for uplink and downlink applications, respectively. te CSl IS available 3‘ the tr_ansm|tter. . L

In receive diversity, multiple copies of the transmitted data In multiuser scenarios, strictly enforcing 9pt|mal|ty for each.
are processed to combat channel fading. Transmit divers qe_r mzfay result in tvc\j/ohor motrhe users h‘?‘V'”? the szmetmaxr
on the other hand, utilizes a predesigned signaling sche KIng frequency and hence Ihe same signature code at a par-
to send multiple copies of the data for the same purpoég:_ular instant. One way to resolve this problem is to use the

Use of antenna arrays at both the base station and mobiIegli!g).dominant frequencies_ for other users having th_e same maxi-
envisioned in future wireless communication systems [2]. fRizing frequency as the first user. Another alternative approach
Ip assign distinct fixed signature codes to different users.

this case, transmit and receive diversity techniques can be u%\en beamformer weights are chosen to minimize the BER for

simultaneously to enhance system performance. . . .
The use of time-division duplexing, where uplink and downe_:ach user given the sub-optimal code. We term this structure the

link transmission are interleaved in time, as well as feedbaEH\t/’\zf’t'mal IbeahmfornTlntg t(_s[;)_ace-only oﬁt'g'zai'?r?) ?cheme_zt.t
channels for frequency-division duplexing, allow the transmitter ﬁn O?g(; ggplze statistics ars e:)va|ta € a'tt' € transmi lfr’
to obtain channel information. This information can be use"ﬁe show tha 'S minimized by transmiting over a
the channel modes. For a given statistics, distinct linearly
independent signature codes are chosen for different transmit
antennas to minimize the average BER. Similar results can be
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beamforming (termed closed-loop transmit diversity) and aver all the P elements within 1 symbol duratioi® and
multicode (termed open-loop transmit diversity) scheme in th&t) = [v1(t),...,vp(t)]?, wherewv,(t) is the pth transmit
presence of delay was given. Similar conclusions were reacladenna signature waveform. For direct sequence wide-band
regarding the best scheme given the channel fading rate.  systems,v,,(t) is the waveform corresponding to theh

The rest of the paper is organized as follows. The chanreément lengthV signature codés,[i]},,'. Let B denote the
model is outlined in Section Il, followed by BER analysis foftwo-sided) signal bandwidth. Analogous to a direct-sequence
the coherent receiver in Section Ill. Diversity signaling desigspread spectrum system, we represeft) as
given perfect CSl is discussed in Section IV. Section V covers
signaling design when only the channel statistics are available. N—1 ‘
The optimal scheme given delayed channel state information is up(t) = Z splifw <t — E) , 0<t<T (2)
discussed in Section VI. Analysis and simulation comparing dif- i=0
ferent schemes are given in Section VI, followed by concludi
remarks in Section VIII.

We use the following notation. Superscrifits H, and* in-
dicate matrix transpose, matrix conjugate transpose, and c
plex conjugation, respectively. Uppercase boldface denotes a

n

\%hereN = TBandw(t) is a unit-energy waveform of duration
1/B. We sampler,(¢) at the ratel /B to enable discrete-time
(prppcessing without loss of information. Let

matrix while lowercase boldface indicates a veclar.denotes . def [7, (0), r <i> L <(N - 1)>r

the N x N identity matrix.x ~ N-[m, R] denotes a complex e amep)e B

circular Gaussian vectatr with meanm and covariance ma- C 5, [0], 5, (1], - - 5, [N — 1]]”

trix R. Expectation is denoted ag-JFand the Euclidean norm P

of vectorx is denoted ag{x||. The symboko denotes the Kro- S={[s1 - sp|. 3)

necker product and véA) is formed by stacking the columns

of matrix A into a vector [9], [10].e, is the column vector Hencer, contains samples of the received signal atgtthean-

[07 1 07]7 with 1 located in thexth row. The diagonal matrix tenna over one symbol duration, whifeis an N x P matrix
generated by the vector is denoted bydiag{v}. The max- containing the signature codes from all transmit antennas. Now,
imum eigenvalue and the corresponding eigenvector of matfgfine Az, € CV* as the time-shift matrix corresponding
A is denoted by\,,..[A] andev,,.x[A], respectively. The fol- to the path delayl;. We assume the delay is cyclic, so that

|Owing assumptions are used. Adl is circulant. For example, whet, = 1 and N = 3,
) . . 0 0 1
1) The systems operate in a Rayleigh fading channel [11]. .
) y P yielg g [ = |1 0 0].While the actual delay corresponds to

We primarily consider single-user systems. The resulf3<
also apply to multiuser systems in which multiuser inte
ference can be approximated as white noise.

2) Noise-free measurements of channel coefficients a
multipath delays are available at the transmitter an
receiver.

0 1 0

3 linear shift, negligible error is introduced by this assump-
tign for sufficiently largeN provided thatd; < N. Further-

re, if achip-levelcyclic prefix is introduced, the cyclic shift
exact [11]. Since:,(¢) is essentially bandlimited 8, it suf-
fices to look at the sampled version of the channel impulse re-
sponses at; = d4;/B, d; € {0,1,...,N — 1}. By defining

[l. CHANNEL AND SIGNAL MODEL hii = [ha(n) hea(n) --- hep(n)], L = [TuB], A =
NXNL o _ NP _
Consider a system witl transmit and?) receive antennas. [Aq, hAdL] < ExL ' S _vedS) € C* H,
; i P 1 - hpl € C andh, = veqH,), we have from
The transmitted signad(¢) € C'" undergoes a frequency selec-(l) and (2)
tive P-input, @-output fading channel with delay spreadQf
The signal-,(¢) at theg-th receive antenna can be written as r,—bA(I,®S)h, +n, @)

Ty N -
r4(t) :/ hZ(T)X (t — 7) dr + ny(t) wheren, ~ N[0, 0°In].
0

hq(,r) = [hql(’f) ]7/(12(7_) . hqp(’r)]T Q) I1l. COHERENT RECEIVER

For simplicity, consider coherent BPSK modulation

where z,,(t) is the signal transmitted via thgth antenna (; {+VE}) over a wide-band multipath channel with

and hqp(r_) is the channel impulse response representing 7 Here E denotes the energy in one symbol.

the coupling between theth transmitqth receive antenna. jence, intersymbol interference (ISI) is negligible and

We assume that the additive noise process is temporallympol-by-symbol detection suffices. The channel state is

and spatially white zero mean complex Gaussian. That issumed to be constant within a symbol duration (slow fading).

Eln, ()ng ()] = 0?6(t = )ép,r- . . The maximum likelihood detector [11] in this case is
In this paper, we focus on utilizing the available spatio-tem-

poral degrees of freedom for diversity only—that is, a single Q

bit stream is transmitted on all antennas. Thug) = b v(¢), b= sgn <Re {Z Zq}>

0 < t < T, whereb is the data symbol transmitted =1

®)
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whereZ, is the coherent test statistic corresponding togtte
receive antenna obtained from matched filtering and maximum
ratio combining. Using (4)Z, can be written as

A 4
'S
—

Z, =0l (1,08)" Atly, 6) | S, <2

whereh, is an estimate of the channel coefficient vedigr

A. BER Analysis

Assuming perfect estimates of channel coefﬁcie{rhg}?z1
and multipath delay$n}f:]L at the receiver, substitution of (4)Fig. 1. Diversity signaling considered in this paper.
into (6) gives

Sp QP

h 4

can be obtained. In this section, we assume that channel states
are perfectly known at the transmitter. The optimal signaling
R=(I,08)"ATA (I, ©8) e clxIL scheme is derived for a general multi-antenna system in an
7, ~Nc [0’ 02thth] . (7) L-pathchannel. A variation of the optimal scheme that provides
more flexibility for multi-access scenarios is also given.

Zy; =bhl'Rh, +n,

Given {hq}qQ:]L and assuming equally likely symbols, thre
stantaneouBER corresponding to (5)is A. The Optimal Diversity Signaling Scheme: Rank-1
Space—-Time Beamformer (Space-Time Optimization)

BER ({hq}§=1> =0 /gf‘ (8) We are interested in finding the signature code m&rtkhat
7 minimizes the instantaneous BER giv@hq}qul. Combining

(8) and (7) and using the fact thaéX /) is decreasing witkr,
the optimalS solves

Q
=> hIRh (9) Q
q q oy H H ANH
— S—argUgl:z}VxxPth (I,@U)”" AYA(I,®U)h,
(1:

where

is the received SNR gain. The_ instantaneous BER assesses the (4 irace (UHU) -1, (10)
system performance for a particular channel realization. The av-

erage BER reflects the system performance over a longer tigRere the trace constraint ensures that sum of energy iR all

scale and is defined &ERxy = E[BER({h,};_ )], where codes is unity. The optimum solutichis found as follows. Let
the expectation is taken over all possible channel realizatio def[h1 hy,] € € such thath, = veH,) and
q q q q

Either the instantaneous or average BER will be used to desi ﬁ_ veqU). Note that trac8J7U) = vec (U)veqU) =

the diversity signaling scheme, depending upon the nature oft 2, A ; ; _ /T .
pplying the identity veAXB) = (B? @ A)vedX)
CSl available at the transmitter. twice [9], we have

IV. DIVERSITY SIGNALING GIVEN CHANNEL STATES (I ® U)h, = vec(UH,) = (HqT ©Iv)u  (11)

In this section, we discuss the design of signature codes
S = [s1 -+ sp] (see Fig. 1) to minimize BER given theHence, definings"?veqS) = [s7 - - sL]*, we may write
knowledge of channel statc{hq}q: In practice, estimates of (10) as (12), shown at the bottom of the next page. The solution
channel states may be available at the transmitter either vilmg12) is unique up to a multiplicative factor.
feedback channel or indirect measurement. A feedback channeValuable insight to nature of the solution to (12) is obtained
from the receiver to the transmitter is used in frequency-diby considering the single- and multiple-path cases separately.
sion duplexing (FDD) systems. Indirect channel measuremeniTheorem 1: For a single-pathff = 1) channel, the optimal
is applicable in time-division duplexing (TDD) since theset of signature codes$s = w,c,p = 1,..., P, wherec €
uplink and downlink channels are identical. Provided that tf@" is any unit-norm length-N signature code and
switching time between uplink and downlink is significantly
smaller than channel coherence time, accurate measurement de f

Wi [TU1 o wp = €Vmax Zh* hT (13)
19 (2) = (1/\/7) f@o 7u2/2du

Q Q
s=arg  m <Z (H. oTy)" A%A (H! @ IN)> U = eVyax [Z (H oTy)" ATA (H o1y)| (12)
q=1 q=1

e Fiufe=t
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P hquC /

Proof: See Appendix A. O
The techniques we apply to obtain the optimal solution are
similar to those used in [12] to derive a space—time channel
Fig. 2. The optimal diversity signaling structure given the channel statd®lock) diagonalization. Notice that theh element ofg,, , is
common signature code for all antenra®llowed by a beamformew . the complex conjugate of the frequency response of the channel
between theith receive angth transmit antenna at frequency
Proof: For a single-path channed A = A A, = 2mn/N. Also, for@ = 1, w simplifies togz.1/||gn.1(|, where
Iy. Also, H, = hy,. Hence, 7 = argmax, ||g, 1|*>. Lastly we observe that th¥ distinct
signature codes generated by all possible valuesibfare or-
thogonal.
The optimum solution in Theorem 2 results in the minimum
instantaneous BER

Do
®
=
oy
I

i "US NS
"

S =€Vpax [ (h{q ® I]\’)H (h{q ® I]\T)

* T
hi hy,

Q
>
gq=1

Q
>
q=1

=€Vmax [

® €Vmax [IN] BER ({hq}qQ=l) == Q < 20_—§ )\max [2ﬁ]> . (18)

where the second equality follows from the eigenstructure ¥ith 7 and 3, given in (15) and (17), respectively. In a
Kronecker product [9]. The proof is completed by noting thdtéquency-selective channel, the minimum BER is obtained

any lengthA’ unit-norm vector is an eigenvector b . O by transmitting the signal at the (discretized) frequency corre-
The instantaneous BER obtained using the signature code§R@nding to the maximum channel gain. This is reflected in the
Theorem 1 is choice of signature code Note that, at any particular instant,

the transmission is focused to a particular frequency within the
Q available bandwidth. However, over longer time intervals where
Q g Mo lz h? th] ) the channel state varies significantly, the transmitted signal is
o —l o likely to traverse the entire bandwidth. Once the maximizing
frequency is chosen, the spatial beamformerfocuses the

As depicted in Fig. 2, all the transmit antennas share tRiINal on the dominant spatial channel mode at that frequency
samelengthsV signature code followed by the beamformer {0 Minimize instantaneous BER. We term this structure th_e
w € CP. Thus, the optimal diversity signaling scheme ioptimal space—time beamformlrjg scheme: In essence, focusing
decomposed into temporal and spatial elements, represented¥§y transmission to the dominant spatio-temporal channel
c and w, respectively. The signature codsis arbitrary since mode is a generall_zatlon of selecthn d|v_er5|t_y. We note that the
the channel is frequency-independent for= 1. This allows SPace-time S|gnglmg.structure depicted in Fig. 2 applies to both
different signature codes to be assigned to different userst§ Optimal solutions in Theorem L (= 1) and 2 { > 1). For
minimize multi-acess interference and each user separatbly= 1 ¢ IS arbitrary.
computes its optimum beamformer based upon the most recgntSuboptimal Beamforming Scheme (Space-Only
channel states. The single path model may be applicable t%.atimization)
multi-antenna OFDM system in which the channel associated’
with each subcarrier is frequency-nonselective. In some cases, one may be restricted to use a suboptimal
For a multipath channel( > 1), the optimal solutios given temporal signature code. An example of such situation is in
in (12) can be further simplified by exploiting the circulant propmulti-user scenario, where strictly enforcing optimality for each

erty of A4, which results in the following theorem. user may result in two or more users having the same maxi-
Theorem 2: For a multipath channel(> 1), the optimal set Mizing frequencyr and hence signature codeat a particular
of signature codes is, = w,c, p = 1, ..., P, where instant. One way to resolve this problem is to use subdominant

frequencies for other users that have the same maximizing fre-

guency as the first user. This approach does not result in mul-

tiuser interference (MUI) even in frequency-selective channels.
However, it requires coordination among users and temporal

no=arg _max Amax [Zn] (15) signaling for each user must be adapted based on the channel

Y state information.
1 [1 (i2w/N Cﬂﬁ(,\,_l)ﬁ/,\,} T (16) In practical CDMA systems, Go_lt_j orWaIsh—Hadamard codes
VN L7 v are used for temporal (user-specific) signature codes. Here, one

W= [wl T wP]T = €Vmax [27} (14)

CcC =
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is restricted to use a fixed suboptimal caglén frequency se- hd;f[th hg]T_ For Rayleigh fadingh ~ N[0, ¥],

lective channels. In this case, CSI can still be used to perfohere ¥ is the channel covariance matrix. Assuming that no
space-only optimization. Gived, the spatial beamforme®  pair of channel coefficients are completely correlated and no

is chosen to minimize the BER. In this cadg,in (10) can channel coefficient has zero energl, is positive definite. It
be written ascw”, where the optimization is performed overcan be shown via KL expansion [14] farthat
{w € C” : ||w||* = 1}. Analogous to (11), we have

BER 4 =E |BER({h,}%
(Ip ® éw™) h, = vec(ew'H,) AV [ d q}q—l):|

=(H] ®¢)w
=I,e¢)Hlw (19)

PQL

2
ﬁ Z |£n|2 ;
1

n=

where the last equality follows from Identity 2 at the end of Ap- &n ~NC [0, 2], Elgntn] = 8nwdn (21)

p_endix A. F_rom (10)and (19)_, the optimal spatial beamformer where{)\n}PflL are the eigenvalues of tHeQ L x PQL matrix
given the signature codeis given by (20), shown at the bottom ., " ) i ) o .
of the page, and the resulting instantaneous BER can be writr~ ¥ (Io@R). SinceR is nonnegative definite and Hermitian
as shown at the bottom of the page. For a single-path chanﬁé‘ﬂnmetr'c' it follows thaﬁ;;s nonnegative definite. Using the
the performance of this suboptimal scheme is identical to thientity Q(z) = (1/x) [7" exp(—2?/(2sin®§)) d6 [15], it
optimal one since the optimal signature cadis arbitrary, as can be shown that

shown in Theorem 1. Note that the above analysis and optimiza- /2 PQL 1

tion ignore MUI, which in general exists when spreading codes BER ,, = 1 / H <1 + LQ)\TJ do  (22)
such as Gold or Walsh—Hadamard are used in frequency-selec- T Jo o?sin” 0

tive channels. Hence, the solution in (20) only minimizes the )

single-useiperformance bound of the system. This serves ad\gtice that the eigenvalues & depend upon the channel co-
good approximation when the number of users and spreadi@jiance matnx? aqd the signature waveform correl_ayo_n struc-
gain are large and/or power control is used, as MUI can be 4pteR- Since¥ is fixed, we choos&® such thafR minimizes
proximated as additional Gaussian noise [13]. In general, whe&f)- The following theorem addresses this issue. _

a multiuser detector is used, the optimal spatial beamformer deJ heorem 3: Under the constraint trage) = C, whereC'is

n=1

pends on the type of multiuser detector. This problem is beyoR¢ONStantAs = A; = --- = Apg is a sufficient condition to
the scope of this paper. minimize the average BER in (22).
Proof: See Appendix B. O
V. DIVERSITY SIGNALING GIVEN CHANNEL STATISTICS This is consistent with the fact that maximum diversity gain is

obtained when all independent diversity channels have the same

When only channel statistics are available at the transmittg(,erage energy [11]. The constraint tr4de) = C maintains
the appropriate performance measure is #verage BER. ¢ average received power constant.

For Rayleigh fading channels, the second-order statisticStne apove theorem suggests that, to minimize BERhe set
completely characterize the channel. The advantage of USBT%ignature codeS = [s; - - -sp] should be chosen such that
channel statistics is that they vary much slower in time than the

channel states and thus can be measured more accurately at the ® =9I, ®R) = Clpgr. (23)
transmitter in the TDD case, or require less frequent feedback
in the FDD case. Without loss of generality, we chooge = 1/PQL. Since¥

To obtain an analytical expression for the average BER, itiis positive-definite and hence nonsingular, it can be inferred
useful to writezj?:1 h!'Rh, in (8) ash” (I, ® R)h, where from (23) that the optimal code correlation matimust be

Q
VA TS H (100" ATA (1, @ 6)HT
I 0 SLIUREIRONTRE R R
q=1
Q
=€V max [Z H; (IL ® é)H AHA (IL ® é) HZ] (20)

q=1

Q
2F ) )
BER ({hq}le) = Q| 75 Amax lz H: (I, 08" AHA(IL ®¢) H,]T]
q=1
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nonsingular. Hence, from (7), it is easy to see tBahust be wherep = Jo(27 f4D), Jo(x) denotes the zeroth-order Bessel

full column rank, unlike the optimal rank-one solution f8r function of the first kind, f; is the channel Doppler spread,

when CSl is available§ = cw?). This implies that, when only and D is the amount of delay. The parameterepresents the

channel statistics are available at the transmitter, the signatahannel fading rate. As the fading rate increagedecreases

codes used for different transmit antennas should be linearly and the correlation betweén,,, andh,,, decreases.

dependent. We refer to this particular structure asrib#icode To obtain an optimal signaling scheme, we use two criteria:

scheme. Similar idea of signaling design based upon the charmelximize the expected SNR gair{,?E{{leqp}] with F defined

statistics can be found in [8]. in (9) and minimize the expected BER[EER|{/,,,}]. Due to
When all the channel coefficients are independent atige effect of delay, maximizing []{/u,,}] is not in general

identically distributed (i.i.d.) so tha®¥ = (1/QL)Ipqr, the equivalent to minimizing EBERH/}lqp}]_

problem is reduced to choosir§ysuch thatR = (1/P)IpL. The solution to maximization of expected SNR gain is similar

For a single-path channel, any set of orthogonal codes a@rhe ideal case in Section IV-A. Substitutipl, +©,, for H,

be used, such as Walsh—-Hadamard codes. However, fon@ (12), it can be shown that the optimal solution is

multipath channel > 1), the code correlation matri

resulting from Walsh—Hadamard codes is quite different from Q . H .

(1/P)Ipr. A set of Gold sequences is one choice that resuBs= €Vmax [Z o (HqT ® IN) ATA (HqT ® IN)

in R ~ (1/P)Ip. [11]. Hence, choosin§ to be a set of Gold 7=1

sequences will result in near-optimal performance. +E [(GqT ® IN)H AHA (QqT ® IN)” _
Since some channel coefficients can be correlated or have

different average energy, the channel covariance matroan  sing the techniques shown in Appendix A, this solution can be

be anyPQ L x PQL Hermitian positive definite matrix. In this expressed in the form given in Theorem 2 by defining
case, using codes that resulthn = (1/P)Ip; may result in

performance loss compared to the optimal codes. In many cases, Q
there is no set of codébthat satisfy (23) exactly. A special case 3, = Z P*&nq8il, +E [0n,q05{ q}
when an exact solution exists is whén= 1. = 1 since for any g=1
N x P semi-unitary matrixV and ¥ Hermitian and positive i Elel ;}; eI (=D)di/N
definite, we may write¥ = ®H/2VHV¥1/2 Hence, since . 1 !
R = SUS Ere =N Lo .
-Zl:l h}k{]PCJQw(nfl)dl/J\‘
S=ve/ (24) (oL 67 R Dd/N
1 =
0,,= : (26)

satisfies the optimality condition in (23).

L * ].'271' n—1)d;/N
L2 i O pe (n=L)ds/

VI. OPTIMAL SCHEME GIVEN DELAYED CHANNEL STATES  This result demonstrates that the rank-1 beamformer structure

The results in Section IV assume that the CSI at the trarsaximizes EF|{h;,; }| given the delayed channel state. How-
mitter is perfect. However, in practical systems, some nonidever, the rank-1 beamformer structure does not generally mini-
alities may exist. For instance, both FDD and TDD provide denize EBER|{/4, }]. R
layed versions of the channel state at the transmitter. In additionExact minimization of EBER(h)|{A;,,}] over R is not
for FDD systems, CSl is quantized and suffers from feedbatiactable. Hence, we develop some insight by considering a
bit error. Delay is by far the most prominent nonideality sinc€ = L = 1 system and minimize the Chernoff upper bound
sufficiently fine quantization and low error rate feedback chaBER(h) < (1/2)exp(—&F/o?) [11]. Here F = h#S#Sh
nels can be used. In this section, we discuss optimal signalimgd we assume i.i.d. fading across all transmit antennas:
given a delayed version of the channel state. A comparison Bghh*] = o215, whereo? is the channel coefficient vari-
tween multicode and beamforming schemes in the presencean€e. This implies that given the delayed channel skate
delay is given in [7] using average BER. Codebook optimizdx ~ N [pﬁ, o21p]. Minimization of the Chernoff upper bound
tion for single path, single receive antenna systems based upoder these conditions is discussed in detail in Appendix C. In
the average received SNR gain and mutual information givearticular, we derive a closed-form solution for = 2. It is
nonideal CSl is reported in [4]. shown in Appendix C that the optimal signature code matrix

We use the Markov (AR-1) model used in [7] for channel stafer P = 2 is
evolution. Defingh,,, as the delayed version bf,, and we as- . .
sume thaf h;,;, } evolve independently. Then, foe=1,..., L, S =/ ope X Vi + /T = dopt X Varot (27)
g=1,....,Q,p=1,...,P, we have HhH hLH

Adopt =min {1, A4} (28)

higp =p i”fzp + b1y
R L HT, _ d
E[ x 0 } =0, O, ~Ne|0,(1—p%) x E|h 2 wherev; andv, are orthon(_)r_mal ve_ctor_sh ]f}L = O an
lap”lap ‘ap |0 =r7) [ (1/2) < Aopt < 1. The coefficient\, is given in (38) in Ap-
(25) pendix C. Whem,,; = 1, S represents the beamforming solu-
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Il he=ed )21, o2 1. Let £, and F..1:; be SNR gain as defined in (9) for (29)
' ' ' ' ' f ' and (30), respectively. Then, from (20), we have

: :
— E/o’=0dB
- - E/o’=5dB

Q
Fsub :)\max [Z H;Hiz]:|

g=1
0.9“"'

1

ol

Q Q
1 *
Foniti =75 §=j g |* = ;tracem’;fﬂq)
1 Q
=5 Z trace (HZHE)
q=1

Q
1
i :Ftrace <Z HZHE)
q=1

1
<=
- P

0.6

0.5
0

Q
x P x )\max [Z H;HZ] = Foub-

g=1

Fig. 3. The optimah for P =2,Q = 1,andL = 1 functi fi : :
d;ge?em Vaﬁggﬂr%a}gz"vrmh ”h”‘zQ: o2 ’:anf asafunctionop for  11,is demonstrates that the best multicode scheme cannot outper-

form the suboptimum beamforming scheme. Hence, using CSlto
tion depicted in Fig. 2. On the other hand,,, < 1 indicates optimize only the spatialbeamformerisstillbeneficial. Moreover,
a multicode solution a8 is of rank 2. Notice that the rank 2 for & system with one receive antenna in a single-path channel
S is a perturbation from the beamforming solutioph” /|||, (@ = L = 1), Fow, = [[h11]* andFpui = (1/P)[|huy .
This perturbation is needed to achieve optimality due to the ufiS indicates a (1& log, , /) dB SNR gain for the suboptimal
certainty in the most dominant channel mode derived from tRgamforming over the multicode scheme. _
delayed channel stafe The value of\ in (28) is depictedin  We next compare the optimal beamforming, suboptimal
Fig. 3 as a function of for various values of /o2 while fixing ~Peamforming, and multicode schemes fdP & 2 system with
Ih)|? = 1 ando? = 1. Observe that the rank-one beamformingifferent values of) and L and V' = 31. Binary Gold codes
solution becomes optimal at smaller valueg dfaster fading) 2'€ used for one of the suboptimal beamforming and multicode

asE/c? is decreased. schemes. The correlation properties of binar_y Gold codes are
such that (29) and (30) are closely approximated [11]. The
VII. COMPARISON AND EXAMPLES simulated channel is Rayleigh fading wih = (1/QL)Ipqy..

The average BER curves are depicted in Fig. 4(a)—(d). Observe
Itis shown in Section IV-B that the suboptimal beamformin%at, forL = 1 [Fig. 4(a) and (b)], the suboptimal beamforming
(space-only optimized) scheme is inferior to the optim&cheme coincides with the optimal one. Also, the gain of
(space-time optimized) scheme when CSl is available at # optimal beamforming scheme relative to the suboptimal
transmitter. Also, for single path channel, it is shown that thg-neme is more pronounced as the number of pathsreases.
optimal scheme coincides with the suboptimal scheme. s gain is obtained due to the spectral focusing of energy in
In this section we first demonstrate that the suboptimal beagz frequency selective channel as discussed in Section IV-A.
forming scheme in Section IV-B based on CSl is superior to thg,e suboptimal scheme only focuses spatially. Eor= 2
multicode scheme. This is intuitively satisfying since channghq 4, we choose; ¢ {0,1} and {0, 1,2, 3}, respectively.
states convey more information about the channel than chanfgk suboptimal beamfor'min'g schemes utilize the Gold code,
statistics. For simplicity, assume thilit= (1/QL)Ipor and  the second and the fourth dominant frequencies. Fig. 4(c)—(d)
N ~ show that the schemes which use subdominant frequencies still
I @¢)” ATA(Ip ©¢) =If, outperform the one using the Gold code. The loss associated
for the suboptimal beamforming scheme (29)ith use of subdominant frequencies seems to be negligible,
H A H 1 yet more pronounced for a larger number of pathsThis is
(L®8)" ATA(IL ©8) P Iri, because frequency selectivity increases with the number of
for the multicode scheme (30) pathsL.

N _ _ _ As an example of signaling design given the channel statis-
These conditions result in the same transmitted signal energys we choose & = 2, Q = 1 system in a singlepath channel
For the multicode scheme, (30) results in minimBi#R »v @S (7, = 1) with channel statistics

it satistifies the optimality condition given in (23). The condi-

tion (29) for the signature codsn the suboptimal beamforming ) 1+k eVl — K2 31
scheme indicates théathas the same autocorrelation character- —TED T /1T k2 11—k (31)

istics as the codes in the multicode scheme. By the convolution
theorem, it also indicates thathas an all-pass frequency reHere,c € [-(1/2), (1/2)] is the correlation between 2 channel
sponse, in contrast to the optimal solution implied by Theoreooefficients/.;1; andh;i2 andx € (—1,1) represents the en-
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Fig. 4. Average BER comparison for optimal beamforming, sub-optimal beamforming and multicdde=far and various values @ andL. Gold codes are
used for the multicode and one of the sub-optimal beamforming scheméy<£a), L = 1. (b)Q =2, L =1.(c)Q =1, L=2.(d)Q =1,L =4.

ergy difference betweeln 1; andh,;.. Decomposing¥ as the P=2 QL= K
product of an upper and lower triangular matrix and applying
(24) gives
& .
1 107 ]
§S| =—————u;
V1+rvl—¢2 ©
1 c g
S2 = Uz — u; g
V1—k V1—-rvV1-—¢2 2
10 1
whereu;,u, € CV form an orthonormal set. Fig. 5 shows T opimal Mulicode
BER4v of the optimal multicode and Walsh-Hadamard based . Walsh: k=0.0=0.8
multicode schemesR, = I,/2) with N = 32. In this case, -+ - Walsh: x=0.5,c=0.2 ‘ ]
the performance of the optimal scheme does not dependiipon o =2 Walsh:x=0.5,0=0.8. ‘ ; ‘
andp since (23) is satisfied exactly independenkandp. As 0 2 N ¢ E/d® ° ° ” "
evident, the performance gain of the optimal scheme becomes
more significant ag and/or«x increase. Fig. 5. Average BER comparison between the optimal and orthogonal

To illustrate signature code design given the channel statistu'ibg%gmde schemes foP = 2, Q = L = 1. Various values ok andc are
for a multipath channel, we considér= 2 with d; = 0, d» = '
1. We model the channel covariance matrix as
where®, ;) is given in (31). The parameters, andc,, rep-
T 1+ Kkm emy/1— K2, oW resent the energy difference and correlation between two paths.
T lemV1—R2, 1=t (2.1) The code lengthV is set to be 31. We choose= r,, = 0.5



ONGGOSANUSIet al: OPTIMAL ANTENNA DIVERSITY SIGNALING FOR WIDE-BAND SYSTEMS UTILIZING CSI 349

andc = ¢,,, = 0.5 such that the optimality condition (23) cannot P=2 l=2
be satisfied. The above model fd assumes that two different B
paths share the same spatial channel characteristic. Since the op
timal multicode scheme satisfying (23) is unknown, we employ 10
a solution that approximately satisfies (23) by solving the fol-
lowing equation numerically:

& o
T 107
. TEEE N
— 1o - o
S =arg min YR(X) — ZLL . g
s.t.trace (PR(X)) =1 (32) 107L. B
- Optimal Multicode |- BN
whereR(X) = (I, ® X)" A" A (I, ® X) and||-|| r denotes R R — S
the Frobenius norm [10]. The average BER of the optimal and 10-“0 : : s : = - )
Gold-sequence based multicode schemes are shown in Fig. 6. E/c®

Observe that the optimal multicode outperforms the Gold-based
multicode by~ 1.5-dB at BERy = 10~3. The results with Fig. 6. Average BER comparison between the optimal and orthogonal

_ : - multicode schemes faP = L = 2,Q = 1. We usex = «,, = 0.5 and
P = 14/4 represents an unattainable BER lower bound, Whl(ghu: ¢m = 0.5. The results with® = 1,/4 represent an unattainable BER

is shown only for comparison. lower bound, which is shown only for comparison.
To illustrate the results obtained in Section VI when delayed

channel states are used, we compare the performance of the op- ) .
timal solution in (27) to the beamforming (rank-1) and muld$iNg IDFT-DFT bank as in multicarrier systems, followed
ticode schemes wit? = 2, Q = L = 1. The multicode by an adaptive array. The beamformer computation involves a

scheme consists of the two length-32 Walsh-Hadamard coddfs! @nd finding the most dominant eigenvector oPax P
for two transmit antennas. The simulated average BER for Matrix. When the temporal signature code is fixed, the CSI
0.95,0.8,0.6 are depicted in Fig. 7(a)—@)Observe that for all can still be used to perform space-only optimization. When

fading rates, the performance of the optimal solution tends $9¥ the channel statistics are available at the transmitter, the
coincide with that of beamforming for smalf /o2 and with BER-minimizing solution suggests that the signal should be

multicode for highetZ /o2. At moderateE /o2, beamforming transmitted throughout all the channel modes to combat the

is near-optimal for low Doppler spread and multicode is ne&ff€Cts of fading. This is done by utilizing a set of linearly
optimal for high Doppler spread. independent signature codes for the transmitter array that match

These results indicate that the beamforming solution is 2}5@ channel statistics so as to provide independent and identical

timal only when the delay is small relative to the channel fadidgdind subchannels (the multicode scheme). Finally, we discuss
rate or the fading is sufficiently slow, .27 D f; < 1. As the signaling design based upon delayed channel state information.

fading rate increases, the optimality of the multicode scherljdS démonstrated that the BER-minimizing scheme is a rank-1
is attributed to the increase of uncertainty of the most domiPace-time b(_aamfor_mer for lower fading rates and a multicode
nant channel mode. However, the rank-1 scheme is always be’f’@?eme for h'_gh fad_mg rates. ) .

when E/5? is small. It is reasonable to expect that this claim When CSis available at the transmitter, the solution pre-

also holds forP > 2 and@Q, L > 1. Furthermore, for other septed in this paper.(space—tlme o_rspacg—only optimization) re-
types of nonidealities, beamforming solution is perceived to I§¥/ires the computation of the dominant eigenvectavaP x 12

optimal when the nonidealities are sufficiently mild. This Conr_natr_lces. Whet® = 2, ac_:losed-for_m solutioniis possible. For a
clusion is similar to the results in [4]. relatively smallP, numerical techniques such as power method

and its variants [14], which compute only the dominant eigen-

vector can be utilized to provide the solution in a reasonable

amount of time. Whel® is large, more sophisticated algorithms
The design of diversity signaling schemes that use CSI ay be needed.

the transmitter is investigated. The channel side information

is either the channel state or the channel statistics. It is shown

that when perfect channel state information is available at APPENDIX A

the transmitter, the BER-minimizing scheme consists of a PROOF OF THEOREM 2

common signature cpde for all transmit aqtennas, fonowedSinceAdl is circulant,Ag, = F¥ Ay, F, whereF € CV*N

by a beamformer which focuses the transmission to the_ MOSthe N-DET matrix and [14]

dominant spatio-temporal channel mode at any particular

instant (the space-time optimized scheme). The optimal

space-time beamformer scheme can be efficiently implemented ~ Aq, =VN diag{Feq, 1}

—diag {1’6—3'27:(11/1\” 3 .’e—jQw(N—l)dl/N}

VIIl. CONCLUSION

2For 0.667-ms delay (1 slot in WCDMA [1]p = 0.95, 0.8, 0.6 correspond
to Doppler spreads of 107, 219319 Hg 68, 118, 172 kmph at 2 GHz center . . ] .
frequency), respectively. since ey, 41 is the first column ofA,,. Define the matrix
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The PN x PN matrixI', can be rearranged into a block diag-
onal matrixG, as follows:

def

Dy = EIL:I higpAa,- Then

GO:’I

L L
AH!'oIy) = Z T VAVARER Z higpAg,
=1 =1

=[F"DuF --- F'D,pF|
=F?[D, --- Dyp] Ip @F)

G, =I5 3 DTl v,

Gro14
_ H
Gn,q =8n,q8n,q

(33)

de f r T P
A . whereIlipyy= >, e, @Iy ®ej,e € C'isthe P, N)
where theHIast e}gualltyHm (33) follows from the |dent|tyunitary p(gFjr\n)utat%n r;atrix defined in [9] angl, , is given in
(X1 ®X2)" = X' @Xj'. Hence, (17). Similar block diagonalization technique has been used in

[12]. Thus,
(B o 1y)" ATA (HE 0 Ty) o
DAD,, DAD,p (H! o1y)" AYA (H! 0 1y)
=(IpoF)"” : : (Ip©F). a=1
DZ.D DZ,D H 2
LHgr -l g qPal X (Ip @ F)" ILpny <Z Gq> Hg’,N) (Ip@F).
r, q=1
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To complete the proof, we need the following two basic lemm&etting all the partial derivates in (34) to 0, we have
from linear algebra.
L A+ (0 nep) 1

Lemmal:LetA, V beM x M matrices andv be unitary. At opt = 7
Let A = VAV Thenev . [A] = Vevax[A]. ’ 1 v(6)
A, n' =1,...,PQL. (35)

Lemma 2:Let A = be a block diag- This implies A,/ ot IS independent of’ and thush; opc =

_ o p An_1 Azopt = **+ = ApoLopt- ENforcing the constraint we have
onal matrix whereA,, € C7*7. Then,evuax[A] = ex @ )\ = — c/pQLforn’ = 1,...,PQL. Itis easy to check

€Vimax[Ap], wheren = argmax, Amax[An]. _that this solution satisfies Kuhn—Tucker optimality condition.
Applying Lemma 1, 2 and the fact thélp @ F)II(p y) is

unitary, we have

APPENDIX C .
MINIMIZING Elexp (—(E/0*)h"#S¥Sh) | h]
eVuax | (Ip @ F)'TL(p v, <ZG>H(I’N Ir@F) Applying the eigendecompositios?S = UX?UH
where X2 = diag{\;,...,Ap} and defining f =
Q fi, f2e.. ., fr]F = TUHn, it can be shown that
:(IP®F)HH(P,N) <eﬁ®evmax ZGH,IJ ) [ e ]

) £ [exp (- Eurs'su) ‘ i
= H E [exp ( = 1l )}

Q

2 Gn

(IP ® F <evmax

Q p=1
=€eVpax E Gs q ®(FHe—n) ér
=l 21— p?) 20 ik
c Api, 2 H
~ >U h}
w |fp| 2 X2 o2(1—p?) M P

where the second and third equalities follow from the followin%hereX (82) denotes a noncentral chi-squared distributed
M

identities [9]. y ot . random variable with\/ degrees of freedom and noncentrality
1) ForanyX, € €7, Xy € C", Y1 € C¥", Yy € parametes?. Note that for any? x Punltary matrixU, there

C, X, 0 Xy = H(w) (X4 ®X2)1‘I(q7,) exists parameterfg.up}p L0 <, <1, Z _. 1y = land
2) (X1 @X)(Y1@Y2) =X Y1 © X2 Y. angles{,,}!”, such that

APPENDIX B U'h = Hle X [\/u_lejm NITCACI \/u_pej*”‘"]T. (36)
PROOF OFTHEOREM 3
Let v(O)XE/o?sin®0 > 0, AZ\, ... Apgr]? and
FO), NVETIP2E1 + 4(6)A,). The constant trace con-
straint tracd ®) = C is equivalent toZPQL = C. We seek ¢, =E [exp <_£ | |2>}
p 2 p
to solve the following optimization problem: a

Using the above parametrization and the generating function of
the noncentral chi-squared random variable [11], we have

1
1+ B2l - p)N,

Aopt = arg max FA~(8)) st Z Ap =

2120:-AP Q120 = ' E oz el

X exp _ﬁp || || 1 E 2 2 .
77/2 1 . + ?O—h(]‘ - P ))\P

Note thatBER sy = (1/7) [, " "[f(+(8), A)]~* db. If the opti-

mizer Aoy, does not depend on(8), it follows thatBER 41 is  Notice that the phase angldsy,} are immaterial. Hence,

minimized at\.,,;. Notice thatf(y(#), A) is trivially concave in the optimization problem is reduced to finding nonnega-

A tive parameters{(\,,z1,)}l_, such thaty>" A, = 1,
This problem can be solved using Lagrange multiplier tecE” LHp = 1and H”zl ¢, is minimized. Note that once
nigues. We form the Lagrangian and its partial derivatives the optimal{(\,, 11,,)}[_; are obtained, the optimudv x P
PQL signature code matrix i = VU, whereV is anyN x P
L) =f( Z A, — semi-unitary matrix, = diag{y/A,...,v/Ap} andU is
=1 chosen to satisfy (36).
oL ForP = 2, letA\; = Aandu; = p. Lety, _(E/o— Yoz
I\, =v(6) 1;[ (L +7()An) = Then, we have
PQL 2 Ap (1—2) (1)
ol WO o pgr exp (=0? S | s+ iy )
) e . Lo
L+(0)Aw <1+fyh A=) X) T+ (1= p%) (1-X))

(34) 37)
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1-AX
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0=V At A1)

+
SN TN (I TSEpY

Cy

2 2 4
2 il (1= p2)2 2l[B” L 5q e o |1
\ i (1 _ p2) — 21— p?) — p? = \/{’W ( P2 +3p 7 +2( r?) 8p = )
+= — +
4y, (1 - p2)° dyp (1 - p2)°
By symmetry, we only need to considere [(1/2),1], u € REFERENCES

[(1/2),1]. The denominator in (37) is independent.oand the
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wherehfh, = 0.
Now, Iet.]()\)défl/(d)ldb) with » = 1. That is,

T = (1w (1= A) (T4 (1-07) (1-N)
2 E v 2 A
wexp (P )
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