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Abstract—Distributed detection strategies for wireless sensor
networks are studied under the assumption of spatially and tempo-
rally independent and identically distributed (i.i.d.) observations
at the sensor nodes. Both intelligent (with knowledge of obser-
vation statistics) and dumb (oblivious of observation statistics)
sensors are considered. Two types of communication channels are
studied: a parallel access channel (PAC) in which each sensor has
a dedicated additive white Gaussian noise (AWGN) channel to a
decision center, and a multiple-access channel (MAC) in which
the decision center receives a coherent superposition of the sensor
transmissions. Our results show that the MAC yields significantly
superior detection performance for any network power constraint.
For intelligent sensors, uncoded (finite duration) communication
of local log-likelihood ratios over the MAC achieves the optimal
error exponent of the centralized (noise-free channel) benchmark
as the number of nodes increases, even with sublinear network
power scaling. Motivated by this result, we propose a distributed
detection strategy for dumb sensors—histogram fusion—in which
each node appropriately quantizes its temporal data and commu-
nicates its type or histogram to the decision center. It is shown that
uncoded histogram fusion over the MAC is also asymptotically
optimal under sublinear network power scaling with an additional
advantage: knowledge of observation statistics is needed only at
the decision center. Histogram fusion achieves exponential decay
in error probability with the number of nodes even under a finite
total network power. In principle, a vanishing error probability at
a slower subexponential rate can be attained even with vanishing
total network power in the limit. These remarkable power/energy
savings with the number of nodes are due to the inherent beam-
forming gain in the MAC.

Index Terms—Distributed beamforming, distributed detection,
energy efficiency, error exponents, low latency, types.

I. INTRODUCTION

DETECTION of events of interest constitutes an important
application of wireless sensor networks in which spatially

distributed nodes communicate to a decision center. This sce-
nario is referred to as decentralized or distributed detection due
to the spatially distributed nature of sensor measurements and
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processing involved. Noisy communication between the sensors
and the decision center represents a major bottleneck limiting
the performance of decentralized detection. The idealized sce-
nario corresponding to noise-free communication is called cen-
tralized detection and provides a performance benchmark for
any decentralized scheme. A key motivation of this work is to
investigate decentralized detection strategies that approach the
performance of the centralized benchmark.

To simplify discussion, we assume that sensor measurement
data are independent and identically distributed (i.i.d.) across
different nodes and time slots (see [1] for a physical discussion
of this assumption and the associated sensor sampling require-
ments). The network power scaling with the number of nodes
has a crucial impact on performance. We consider two impor-
tant special cases: 1) individual power constraint (IPC), where
each node has a constant power budget so that the total net-
work power increases linearly with the number of nodes, and 2)
total power constraint (TPC), where the total power is limited
regardless of the network size, and hence the power per node
diminishes with increasing number of nodes. We consider two
different additive white Gaussian noise (AWGN) channels: 1) a
parallel-access channel (PAC) consisting of dedicated, noninter-
fering AWGN links from every node to the decision center and
2) a multiple-access channel (MAC), where all the nodes share
the same AWGN channel.

Many existing works assume intelligent sensors that have de-
tailed knowledge of the source statistics (see, e.g., [1]–[3]). For
instance, it is shown in [1] that likelihood-based fusion schemes
over a PAC generally attain exponential decay in detection error
probability with the number of nodes under the IPC. In this
paper, we first sharpen the results of [1] and show that uncoded
communication of local log-likelihood ratios (LLR) over the
MAC is asymptotically optimal with sublinear network power
scaling (between the TPC and IPC); that is, it achieves the cen-
tralized error exponent in the limit of large number of nodes.
This result is a manifestation of source-channel matching be-
tween the MAC and the single source problem in the context of
detection where uncoded transmission is the optimal communi-
cation strategy; such source-channel matching was first reported
in [4] and [5] for distributed estimation of a Gaussian source.

However, sensor processing in likelihood-based fusion
methods varies with the source statistics so that networkwide
sensor update is required for different detection tasks. This
motivates us to consider detection schemes for “dumb sensors”
that are oblivious of source statistics. The main focus of this
paper is a distributed detection strategy based on the method
of types [6], [7]. The type of a data sequence is the histogram
or empirical distribution of the sequence. In the proposed
type-based decentralized detection framework, sensor nodes
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are both “simple” and “dumb”: they record the type statistics
of data measurements, which can be efficiently computed
via simple counters, and do not require detailed knowledge
of source statistics. Knowledge of source statistics is only
required at the decision center. In particular, we propose a
low-complexity spatial fusion scheme, histogram fusion, in
which sensors transmit their local type/histogram statistics in
an uncoded analog fashion, which are naturally fused during
transmission over the MAC to yield the global type statistic at
the decision center. In particular, uncoded transmission of type
statistics over the MAC is also asymptotically optimal with
sublinear network power scaling. We note that for uncoded
(finite duration) transmissions, power scaling with the number
of nodes is equivalent to network energy scaling and the re-
markable asymptotic optimality of LLR and type fusion with
sublinear energy scaling is due to the coherent beamforming
gain inherent to the MAC for uncoded transmissions.

The method of types has been explored in several recent
works on sensor networks [8]–[10]. In particular, a type-based
estimation/detection framework, type-based multiple access
(TBMA), has been independently proposed by Mergen and
Tong for multiple-access channels [8], [9]. The work [9] char-
acterizes the detection error probability of TBMA over a fading
MAC using tools from large deviation theory. The are two main
differences between our work and [9]. First, we focus on the
critical impact of power scaling and study both the temporal
and spatial asymptotics of type-based detection. In particular,
we show that type-based dumb sensors can achieve exponential
decay in detection error probability with the number of nodes
even under the stringent total power constraint. Our analysis
also suggests that one can drive error probability to zero even
with a diminishing amount of total power, albeit at a slower
subexponential rate. Second, histogram fusion proposed in
this work presents a different interpretation and analysis of
type-based detectors than the ones derived from the large
deviations principle with rate function in [9]. In our context, for
discrete-valued (quantized) observations, histogram fusion can
be viewed as an efficient realization of LLR fusion using dumb
sensors and closely approximates its performance. Rather
than resorting to specialized results from large deviations
theory, we exploit the bounded nature of type statistics using
the Hoeffding’s inequality to derive informative, closed-form
performance bounds, and use Chernoff bounding techniques
for proving optimality. Although the technique in [9] applies
in principle to non-i.i.d. data or nonidentical fading in MAC
branches (which is not considered in this paper), the scaling
results obtained in [9] are limited to i.i.d. data and identical
fading due to mathematical tractability.

The rest of paper is organized as follows. The decentralized
detection problem is formulated in the next section where we
show the optimality of LLR fusion over the MAC. Section III
develops type-based decentralized detection in detail. The spa-
tial asymptotics are studied in Section IV with emphasis on an-
alytical performance bounds and the optimality of histogram
fusion over the MAC. In Section V, numerical results are pre-
sented to illustrate the theoretical results and to compare the per-
formance of histogram fusion with other fusion methods. Con-
cluding remarks are provided in Section VI.

Fig. 1. Schematic illustrating decentralized detection using k distributed sensor
nodes.

II. DECENTRALIZED DETECTION

A. System Model

Fig. 1 illustrates a “one-shot” model of the decentralized de-
tection problem, where denotes the unknown source to be
detected. Conditioned on a given state of the source, the un-
derlining homogeneous sensor field generates spatio–temporal
i.i.d. observation data according to a particular hypothesis
distribution. For simplicity of exposition, we consider binary
hypothesis testing, that is, , with the corresponding
hypothesis distributions and . For dumb sensors (which
is the main focus of this paper), we assume that are from
a finite alphabet (appropriate quantization is assumed for con-
tinuous-valued sensor data), whereas this assumption is not re-
quired for intelligent sensors. For both type of sensors, we as-
sume that and have the same support.1 For intelligent
sensors, in addition to identical support, we also assume that
the likelihood ratio has a finite second moment
under both hypotheses.

The local observation data are en-
coded into the transmit sequence by the
th sensor node . The temporal and spatial dimen-

sions of measurement data are denoted by and , respectively,
in Fig. 1. The parameter in the transmit sequence specifies the
total number of channel uses for communicating information
about one fixed value of contained in temporal measure-
ments. A decision center makes decision based on signals re-
ceived from the sensors.

The encoding of observation data into transmit sequences is
a form of joint source–channel communication adapted to the
decentralized detection problem. Although the formulation (in
Fig. 1) permits general source–channel codes, in this paper, we
primarily focus on identical coding where the same encoder is
applied at every sensor node. It has been shown that, under the
assumption of i.i.d. observations, this scheme is asymptotically
optimal in the limit of large number of sensors [2], [3].

The performance of decentralized detection is characterized
by the detection error probability (DEP)

(1)

1This is to exclude unusual scenarios in which perfect detection is possible
(likelihood ratio takes on an infinite value for measurements that can occur with
a nonzero probability). In practice, the presence of measurement noise, e.g.,
Gaussian noise, would satisfy this assumption.
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In particular, we are interested in characterizing the decentral-
ized error exponent defined as

(2)

where we have emphasized the dependence of DEP on both the
spatial and temporal measurement dimensions. The noisy com-
munication channel from the sensors to the decision center di-
rectly impacts the DEP and and represents a key challenge
in decentralized detection. We will characterize the achievable
values of for both temporal and spatial asymptotics (either
or goes to infinity) as a function of the nature of the commu-
nication channel, the number of channel uses , and the amount
of power consumed by the network for communication.

An ideal scenario in which the decision center has perfect
(noise-free) access to sensor measurements is commonly re-
ferred to as centralized detection and represents a performance
benchmark for any decentralized detection scheme. The corre-
sponding centralized error exponent is given by the following
well-known result in classical statistical decision theory [7],
[11], [12].

Lemma 1 (Chernoff):

(3)

where is called the Chernoff information be-
tween and and is defined as

(4)

where is with respect to .
Clearly, due to nonideal (noisy) communication

between the sensors and the fusion center. An overarching aim
of this paper is to investigate decentralized detection schemes
that can approach the performance of the centralized benchmark
and the associated network power consumption requirements.

We consider two representative AWGN channel models: 1) a
PAC

(5)

where denotes AWGN and every sensor node has a dedi-
cated, non-interfering parallel AWGN channel to the decision
center (as in frequency division multiple access), and 2) an
AWGN MAC

(6)

which exploits the inherent superposition in the wireless
medium.

Let denote the (average) power budget at the th node
(under both hypotheses)

(7)

Note that the power constraint is equivalent to an energy con-
straint when spatial asymptotics are considered, i.e., and are
finite and , or when the encoder requires only finite

number of channel uses. The total network power
is viewed as a function of to model network power

scaling with the number of sensors. Our analysis of network
power scaling is anchored around two reference power con-
straints: 1) individual power constraint (IPC) where each node
is given a constant power budget while the total network
power, , scales linearly with the number of nodes,
and 2) total power constraint (TPC) where the total network
power remains constant and the power per node, ,
diminishes as increases.

B. Distributed Detection With Intelligent Sensors

A majority of existing works (see, e.g., [1]–[3]) assume the
use of “intelligent” sensors that are aware of source distributions

. In this case, a natural source compression strategy
at each sensor is to compute the local (normalized) LLR

[1], [11]. This is because the global
LLR (associated with all observation data) in the benchmark
centralized detector is simply an average of the local LLRs

(8)

which is sometimes referred to as (ideal) soft-decision fusion
[1]. While the computation of a single LLR value at each
sensor achieves substantial compression of the -dimensional
temporal observation data , it is a continuous-valued random
variable for continuous-valued observation data and thus still
contains an infinite amount of information. Thus, for digital
communication over noisy communication links, the local LLR
needs to be quantized and coded to protect against channel error
[1]. In particular, one-bit quantization corresponds to
hard-decision fusion, where the decision center fuses local hard
decisions made by sensor nodes. Although the source is min-
imally compressed (only 1 bit to be sent in a single channel
use), this approach is suboptimal even in the absence of channel
noise [11], [13], [1]. Nevertheless, such an approach provides
a low-complexity solution for practical sensor network applica-
tions. In particular, the study in [1] investigated several LLR-
based schemes for target detection and classification under the
assumption of an AWGN PAC. The results showed exponential
decay in the DEP with the number of sensors when each sensor
transmits with a nonvanishing power (IPC). However, the as-
sociated error exponents always incur a loss compared to ,
which depends on the nature of LLR quantization and the trans-
mission SNR.

The first result in this paper improves upon the work in [1] by
showing that analog (uncoded and unquantized) transmission
of the local LLRs is asymptotically optimal over the MAC. The
received signal in this case is given by

(9)

where is the channel AWGN and is the transmission am-
plification constant chosen according to the power constraints:

(IPC) and (TPC). The
decision center forms the global LLR estimate as and
proceeds with the LLR test ( if ; and otherwise).
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For this result, we do not impose the assumption of finite-al-
phabet observation data. The assumption under
both hypotheses is sufficient to satisfy the average transmission
power constraints.2

Theorem 1: Under the individual power constraint, uncoded
LLR (soft-decision) fusion over the MAC achieves the central-
ized error exponent in the limit of large number of sensor mea-
surements.

Proof: See Appendix I.
Remark 1: The proof [(43) in Appendix I] actually shows that

a sufficient condition for the asymptotic optimality
of uncoded LLR fusion is that the total power grows unbounded,

. This condition is trivially satisfied by IPC
where , but it can also be satisfied by a less stringent
sublinear scaling in total power, for example, for

. An important consequence of sublinear total power
scaling is that the individual power requirement at each sensor
node becomes arbitrarily small as the number of
nodes increases. Thus, uncoded LLR fusion is asymptotically
optimal even with vanishing transmission power per sensor!
This is due to the -fold beamforming (power amplification)
gain inherent in the MAC (see also [4] and [14]). We will revisit
this issue later for histogram fusion.

The proof of Theorem 1 applies to continuous- or dis-
crete-valued measurements and thus uncoded LLR (soft-deci-
sion) fusion over the MAC is asymptotically optimal in either
case. However, in order to calculate the local LLRs, sensor
nodes must have a priori knowledge of hypothesis statistics,

. Thus, programming a network of such intelligent
sensors for different detection tasks (different ) would
require a networkwide update which may be too costly or
not feasible. Flexibility of network design thus motivates the
important question: Can optimal performance be achieved by
a network of “dumb” sensors that perform local processing
without knowledge of measurement statistics? The answer
is in the affirmative as we show next in our development of
type-based decentralized detection.

III. TYPE-BASED DUMB SENSORS FOR

DECENTRALIZED DETECTION

In this section, we develop a decentralized detection frame-
work based on the method of types. Sensor nodes compute and
transmit type/histogram statistics of the (finite alphabet) ob-
servation data and are “simple” and “dumb”: computation of
the type statistics amounts to a simple counting procedure, and
the nodes do not require knowledge of measurement statistics.
Measurement statistics are only needed at the decision center
and thus different detection tasks can be performed with same
type-based encoding at the sensors.

2Since the value of  could be arbitrarily large for finite length (n) contin-
uous-valued measurements x , in practice � may be chosen so that P (�  >

P ) < � to guarantee that the instantaneous power constraintP is exceeded
with a sufficiently small probability �, in which case the sensor does not transmit.
With this modification, the total energy in each transmission is always bounded
by P T (1 � �), where T is the duration of the analog transmission in each
channel use. Note that longer i.i.d. temporal observations (n)would reduce such
fluctuations in  .

In essence, type-based detection can be viewed as a low-cost
and efficient implementation of LLR fusion via types (for
finite alphabet observations) and hence enjoys its remarkable
detection performance. To see this, first recall the (global)
LLR computation in the benchmark centralized detector,

, where
is the local LLR of the temporal measure-

ments at th node. Since is discrete, so is
and

we have

(10)

where is the local number of “a”-measurements at the th
node and is the global number of “a” mea-
surements at all nodes. Therefore, instead of sending its local
LLR , the th sensor can send its (normalized) local “count”
values , and the fusion center can
compute the global LLR as in (10). Clearly this has the ad-
vantage that the measurement statistics are only needed
at the fusion center.

Simply put, the count vector above is the so-called
“type,” which is the histogram of measurement data at node .
The method of types refers to a special set of tools dealing with
type statistics (see [6], [7], and [15] for more information). We
next provide a brief introduction to types that is relevant to this
paper.

A. Method of Types

Let be a size- discrete alphabet with symbols written as
. A length- sequence drawn from is denoted

by or .
Definition 1: The type (or empirical probability distribu-

tion) of a sequence is the relative frequency of each
alphabet symbol in

(11)

where denotes the number of occurrences of the symbol
in the sequence .
Different sequences may have the same type. For instance,

sequences (0,1,1) and (1,1,0) have the same type (1/3,2/3) for
having one “0” and two “1”s in the sequence. The type statistic
measures the empirical distribution or the histogram of the ob-
servation data. It is a combinatorial property of the sequence
with respect to the symbol alphabet and should not be con-
fused with the probability distribution of the sequence: for a
random sequence drawn from a distribution , its realizations
can exhibit all the possible types . We sometimes write
to emphasize type as a statistic derived from the data.

Given drawn i.i.d. according to distribution on
, its probability depends only on the type

(12)
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that is, the type is a sufficient statistic of the data. Then, we can
write the log-likelihood in terms of the type

(13)

or, in a compact form

(14)

where and
. Similarly, the LLR between and

is given by

(15)

where

The relations (14) and (15) show that log-likelihood statistics
for discrete-valued data can be computed as a linear function of
its type. Thus, likelihood-based algorithms can be implemented
via the type statistics.

From the viewpoint of compression of local temporal data at
each sensor, the type statistic achieves asymptotically zero-rate
compression as . The following result provides an upper
bound on the entropy rate of type statistics (see [7, Theorem
12.1.1]).

Proposition 1: Fix sequence length and alphabet size .
The total number of different types is no greater than .

It follows that the entropy rate of type statistics
as . Thus, in the

absence of latency constraints, this zero-rate property of the
type statistic imposes a vanishing communication burden as
temporal dimension increases. As long as the communication
channel has a positive capacity, then the temporal type
statistics, being of zero rate, can be digitally communicated
to the decision center with arbitrarily high reliability through
appropriate channel coding at each sensor node (see Fig. 1).
Consequently, from the viewpoint of temporal asymptotics (
is fixed but and ), type-based detection can achieve the
performance of the benchmark centralized detector, as shown
in Theorem 2 next, which can be derived alternatively using
the framework of zero-rate, multiterminal hypothesis testing
in [13]. However, it is worth noting that temporal optimality
imposes a fairly stringent requirement that the underlying value
of the source does not change for a sufficiently long period
of time.

Theorem 2 (Temporal Optimality of Type-Based Detection):
Let be the link capacity from each sensor node to the
decision center. Assume a fixed number of sensor nodes and
a constant scaling of channel uses with sequence length, i.e.,

. Then

(16)

Proof: See Appendix II.

Fig. 2. Schematic illustrating histogram fusion over: (a) the PAC and (b) the
MAC.

Remark 2: The above result involves digitally encoded trans-
mission of local temporal type statistics at each node
in Fig. 1 and applies to the PAC or the MAC. If denotes the
transmission rate and the transmission power at each sensor,
for the PAC we require where
is the capacity of each parallel channel and for the MAC we
require , where is the sum
capacity of the MAC [7]. Due to the zero-rate property of type
statistics ( as ), the condition is sufficient
for both channels and is satisfied with arbitrarily small but pos-
itive transmission power .

B. Histogram Fusion Across Sensors

We now describe a decentralized detection scheme, histogram
fusion, that exploits spatial fusion of type (histogram) statis-
tics across sensors for asymptotically optimal per-
formance. Histogram fusion can be viewed as a realization of
LLR (soft-decision) fusion that is tailored to the use of dumb
sensors. While LLR fusion applies to continuous-valued data as
well, histogram fusion requires quantization of sensor observa-
tions so that the type framework is applicable. Histogram fu-
sion architecture is illustrated in Fig. 2 for both the PAC and
the MAC. Two important characteristics of histogram fusion are
1) the local temporal type statistics at each sensor are trans-
mitted in an analog uncoded fashion, and 2) a finite number
of channel uses are required, regardless of observation length.
Thus, this scheme is particularly attractive in low-latency appli-
cations or when limited temporal observation data is available at
each node due to changes in the source value over time. Fur-
thermore, for the MAC, the scheme achieves dramatic reduc-
tions in power (energy) consumption due to the beamforming
(power amplification) gain inherent in uncoded transmission
over the MAC (see also [4] and [14]).

We begin by describing the encoding and transmission at
the sensor nodes. The th sensor node computes its local type
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statistic from its length- obser-
vation sequence . In other words, each sensor counts the oc-
currences of alphabet symbols within its observation duration.
Then, sensor nodes send these relative frequencies

over the channel in an uncoded (analog) fashion via am-
plitude modulation. The number of channel uses needed for
transmission of local type statistics equals , the size of the
(quantized) observation alphabet. In the special case of a single
observation , histogram fusion reduces to the pulse po-
sition modulation (PPM) scheme in [8]. As the length of the
observation data increases, the higher amount of local informa-
tion is encoded in the higher dynamic range (between and
1) of the relative frequency of each observation symbol and is
preserved in the amplitude of the corresponding analog trans-
mission.

Due to source quantization, histogram fusion requires
channel uses compared to LLR fusion that requires a single

channel use. Thus, histogram fusion incurs -times longer la-
tency or -times larger bandwidth consumption compared to
analog LLR (soft-decision) fusion. This is the price for the flex-
ibility afforded by dumb sensors in histogram fusion. We note
the above comparison applies to analog (uncoded) transmission
in both LLR and histogram fusion, which is critical for dra-
matic reductions in power requirements (over the MAC) in both
cases due to the distributed beamforming gain. For a fair com-
parison, we adopt a power normalization where histogram fu-
sion ( channel uses) and LLR fusion (one channel use) con-
sume the same amount of power. This can be accomplished by
distributing power budget equally among the channel uses in
histogram fusion. Thus, the signal amplification in histogram
fusion is modified as

IPC
TPC

(17)

We note that transmit sequences are bounded and also be-
long to a finite alphabet in histogram fusion and as a result the
average power constraint in (7) also implies a stronger instanta-
neous constraint (hard limit) on transmit power: .

It is straightforward to see that the global type statistic
is the spatial average of local type statistics

(18)

Inspired by (18), histogram fusion performs a similar averaging
at the decision center to obtain an estimate of the global type
statistic. For the PAC, it is given by

(19)

where is a length- noise vector associated with the th spa-
tial AWGN channel. The noise elements in have variance

, where is the amplification constant defined in (17). For

the MAC, histogram fusion exploits the inherent (coherent) spa-
tial averaging which significantly reduces the effective noise
level compared to the PAC

(20)

where each noise element in has variance .
Finally, the decision center computes an estimate of the global

LLR from the global type estimate via the relation (15)

(21)

The decision rule is given by if and otherwise.
The relation (21) captures the essence of the proposed type-

based distributed detection framework. The sensor nodes do not
need knowledge of the observation statistics ( and ): they
simply compute the type/histogram of their local measurement
data in a “dumb” fashion. The decision center forms an esti-
mate of the global type via histogram fusion, which is then
used to compute an estimate of the global LLR via (21). It is
worth noting the impact of channel noise in LLR (soft-deci-
sion) fusion versus histogram fusion. In soft-decision fusion the
type-to-LLR conversion is done locally at each sensor and the
noise is added in the global fusion of local LLRs. In histogram
fusion, noise is added during the formation of the global type
estimate, which is then converted to a global LLR at the fusion
center. Thus, while histogram fusion is equivalent to LLR fu-
sion in the absence of noise [and finite alphabet observations,
as in (10)], it is not equivalent in the presence of channel noise.
Nevertheless, the two fusion schemes perform nearly identically
for finite alphabet data as we will see in numerical results. Thus,
histogram fusion can be seen as an efficient implementation of
LLR fusion with a key difference: the computation of the LLR
is shifted from sensor nodes to the decision center, which can
thus perform different detection tasks using the same type-en-
coded sensor data.

IV. SPATIAL ASYMPTOTICS OF TYPE-BASED

DECENTRALIZED DETECTION

In this section, we fix the temporal dimension and study
the asymptotic performance of histogram fusion in the limit of
large number of sensor nodes. We characterize the DEP scaling
behavior under the two channel models and different power
constraints. The analysis shows that histogram fusion over the
MAC, due to its close connection to LLR fusion, achieves op-
timal centralized (noise-free) error exponent even when the total
network power scales sublinearly with the number of nodes (in
between IPC and TPC). In principle, a diminishing total power
suffices to drive the DEP asymptotically to zero, albeit at slower
subexponential rate.

A. Performance of Histogram Fusion

We begin by presenting an informative analysis of histogram
fusion using Hoeffding’s inequality [16] that exploits the bound-
edness of type statistics, i.e., . However, we need to ex-
tend the original Hoeffding’s inequality to account for the noise
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term in the type estimates. The proof of the following theorem
is given in Appendix III.

Theorem 3 (Generalized Hoeffding’s Inequality): Let
where with probability 1 and

. Assume all ’s and ’s independent and .
Then, for any

(22)

Consider the error probability of selecting when is in
force. Following the notation of histogram fusion in Section III,
the error event can be expressed as

(23)

which gives the error probability . For the PAC, by
plugging the expression (19) of into (23), we have

(24)

It follows from that

(25)

where denotes the Kullback–Leibler (K-L) distance
between and . Centering the random vector , we get

(26)

Set and
. Note that the elements are bounded

between 0 and 1. It is straightforward to verify that

(27)

(28)

where satisfies the power constraints in (17). Define

(29)

(30)

The nonnegative and measure the discrepancy between
and analogous to a metric. It can be shown for (similarly
for ) that

(31)

(32)

Now applying Theorem 3 to (26), we have

(33)

The bounds on DEP for the PAC naturally follow by substituting
according to the power constraints in (17).
Theorem 4 (Spatial Scaling for the PAC): For the PAC, under

the IPC

(34)

while under the TPC

(35)

Remark 3: Exponential DEP decay is achievable under IPC.
However, the bound exhibits an error floor under TPC, that is,
as

(36)

It suggests poor performance of histogram fusion over the PAC
when there is a stringent total power constraint.

The analysis for MAC follows essentially the same steps as
above, except that the expression (20) for is used in the ap-
plication of Hoeffding’s inequality.

Theorem 5 (Spatial Scaling for the MAC): For the MAC,
under the IPC

(37)

whereas under the TPC

(38)

Remark 4: Compared to the PAC, exponential DEP scaling
is achievable under either IPC or TPC for the MAC. In fact, the
asymptotic exponent in the IPC bound

(39)

is independent of the transmit SNR at each SNR, as if the
channel effects completely disappear.

Remark 5: It is seen from (38) that as long as
the DEP decays to zero with . For example, even if

but at a subexponential rate (vanishing
error exponent in the limit).
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Fig. 3. Noise-level equivalence between the PAC and the MAC. All noises,
fw g and w have the same variance so that Var((w )=(

p
k)) =

Var(w).

B. Optimality of Histogram Fusion Over the MAC

While the above analysis based on Hoeffding’s inequality
reveals the required power scaling for exponentially decaying
DEP, it is does not determine whether histogram fusion is
asymptotically optimal or not. We resort to the argument in the
optimality proof for LLR (soft-decision) fusion (Theorem 1) to
prove this stronger result.

Theorem 6: Histogram fusion over the MAC asymptotically
achieves the centralized error exponent under the individual
power constraint

(40)

Proof: See Appendix IV.
Remark 6: As in the case of LLR fusion (see Remark 1),

sublinear total power scaling is sufficient to achieve asymptotic
optimality.

Remark 7: The dramatic difference in performance of his-
togram fusion over the PAC or the MAC is evident by comparing
(20) and (19): the effective noise level in the MAC is times
smaller than the effective noise level in the PAC, as illustrated in
Fig. 3. It follows that the performance of histogram fusion over
the MAC under the TPC is equivalent to its performance over
the PAC under the IPC with .

The superior performance of histogram fusion over the MAC
is due to the -fold beamforming gain inherent in coherent com-
munication over the MAC. The beamforming gain is exploited
via uncoded transmission of local statistics (type statistics in his-
togram fusion and the local LLRs in soft-decision fusion) which
yields asymptotically optimal performance in both cases with
remarkably low sensor power consumption. In a sense, the spa-
tial summation inherent in the MAC is well matched to the ad-
ditive structure of the sufficient statistics (type or LLR); that is,
the global statistic is the sum of spatially distributed local sta-
tistics and is computed automatically by the physical channel
itself during transmission. This source–channel matching and
the optimality of uncoded communication over the MAC was
first shown in [5] in the context of estimating a single Gaussian
source from distributed noisy measurements. Uncoded coherent
transmission by the sensor nodes was shown to attain the op-
timal distortion scaling with the number of node measure-
ments. In a recent work [8], uncoded pulse position modulation
over the MAC (a special case of histogram fusion) is shown
to achieve the optimal centralized Cramér–Rao bound in the
context of decentralized parameter estimation. The results in

Fig. 4. DEP as a function of the number of sensors for the MAC under the IPC.
P = 5 dB.

this paper, as well as the above mentioned, can be viewed as
special cases of a general source–channel matching principle:
the MAC is naturally matched to inference about a single dis-
tributed source under the i.i.d. observations model, and uncoded
transmission of appropriate local statistics is the optimal dis-
tributed communication strategy. Extension of this matching
principle to estimation of more general signal fields is addressed
in [14] and to more general inference problems in [17].

V. NUMERICAL SIMULATIONS

We now present Monte Carlo simulation results to illustrate
the theoretical results in this paper. Sensor observation data
are assumed to be Bernoulli distributed (binary alphabet). The
Bernoulli parameter (the probability of 1) is denoted by

for hypothesis . The two hypotheses are equally
likely and in all results the data is generated for and

. Our focus is on spatial scaling of detection per-
formance with the number of sensors . The performance of
histogram fusion is compared with LLR (soft-decision) fusion
and hard-decision fusion, where the latter two require intelligent
sensors. The performance of the centralized benchmark is also
presented for reference. Each sensor transmission is based on a
fixed observation sequence length of in all results. The
DEP values are calculated from independent realizations of
sensor observation sequences for each value of .

Fig. 4 plots the DEP of the four schemes as a function of for
the MAC under the individual power constraint ( 5 dB).
As expected, the DEP of all schemes decays exponentially with

. The performance of histogram fusion is nearly identical to
that of LLR fusion because the two are equivalent for discrete
alphabet in the absence of noise. The figure also shows the opti-
mality of histogram/LLR fusion over the MAC: both achieve the
optimal centralized error exponent (slope of the semi-log plots).
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Fig. 5. Error exponent of the DEP as a function of the number of sensors for
the MAC under the IPC. P = 5 dB.

Fig. 6. DEP as a function of the number of sensors for the MAC under the TPC.
P = 5 dB.

Barring a constant offset, the DEP curves of histogram and LLR
fusion run parallel to that of centralized detection. The error ex-
ponent is calculated and plotted in Fig. 5, where the exponent
of histogram/LLR fusion is seen to be converging to the central-
ized exponent. In contrast, there is a loss in error exponent for
hard-decision fusion.

Detection performance over the MAC degrades under the
stringent total power constraint, as shown in Fig. 6 (
5 dB) and Fig. 7 ( 10 dB). Histogram fusion is no longer

Fig. 7. DEP as a function of the number of sensors for the MAC under the TPC.
P = 10 dB.

able to achieve the optimal centralized error exponent but it
still achieves an exponential decay in DEP with the number of
nodes. Comparing the two figures, we see that at a sufficiently
low transmit SNR, hard-decision fusion initially outperforms
histogram/LLR fusion for small but the opposite is true even-
tually for sufficiently large since the receive SNR increases
linearly with due to the beamforming gain in the MAC (the
crossover occurs for 19 in Fig. 6). This crossover effect
occurs because at sufficiently low receive SNR, the binary
quantization in hard-decision fusion offers better immunity
to channel noise. A related phenomenon was also reported in
[3], where a similar cross-over between the performance of
binary and analog sensor mappings was shown as a function
of transmit power level. However, we note that for any given
transmit SNR, the performance of histogram/LLR fusion even-
tually dominates hard-decision fusion for sufficiently large in
the case of the MAC.

Fusion over the PAC suffers a performance loss compared to
fusion over the MAC as illustrated in Figs. 8 ( 10 dB)
and 9 ( 5 dB). Under the individual power constraint, the
DEP decays exponentially with , albeit with a smaller expo-
nent (compare with Fig. 4). On the other hand, the DEP exhibits
an error floor under the TPC which is consistent with Remark
3. Note that Figs. 7 and 8 are identical confirming that the per-
formance over the PAC under the IPC is equivalent to the per-
formance over the MAC under the TPC (Remark 7).

VI. CONCLUSION

We have studied sensor encoding and transmission strate-
gies for distributed detection in wireless sensor networks and
analyzed the impact of the number of sensor measurements,
and associated network power consumption, on detection per-
formance. For intelligent sensors, LLR (soft-decision) fusion
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Fig. 8. DEP as a function of the number of sensors for the PAC under the IPC.
P = 10 dB.

Fig. 9. DEP as a function of the number of sensors for the PAC under the TPC.
P = 10 dB.

over the MAC is asymptotically optimal (achieves the central-
ized error exponent) with sublinear network power scaling (van-
ishing per-node power). The main focus of this paper is a type-
based method—histogram fusion—that closely approximates
the performance of LLR fusion with dumb sensors. The main
source of loss in performance in histogram fusion, compared
to LLR fusion, is the required quantization of the generally
continuous-valued observation data. For discrete-valued data,
histogram fusion over the MAC is also asymptotically optimal
with sublinear network power scaling. Furthermore, both LLR
and histogram fusion over the MAC exhibit exponential decay
in error probability with the number of sensors even under fi-
nite total network power. Since the computation of local his-
tograms requires dumb sensors that essentially act as counters,

and the corresponding uncoded sensor transmissions require fi-
nite number of channel uses, type-based decentralized detec-
tion is a very promising low-latency strategy for large-scale,
energy-, and cost-constrained wireless sensor networks. In par-
ticular, multiple detection tasks, corresponding to different hy-
pothesis statistics, can be performed at the decision center using
the same type-encoded sensor data.

The results in this paper also demonstrate the optimality of the
MAC in the context of joint source-channel communication for
distributed detection. The coherent spatial summation inherent
to the MAC is matched to the linear structure of the global deci-
sion statistic and uncoded transmission of local statistics (type
or LLR) is optimal. However, the associated synchronization
requirements for coherent sensor transmissions and dynamic
range considerations at the decision center need further investi-
gation for practical implementation. Other directions for future
research include studying the impact of quantization of sensor
measurements and extension of type-based distributed detection
to correlated measurements. The impact of fading in the MAC
is studied in a more general setting in [17].

APPENDIX I
PROOF OF THEOREM 1

We focus on a one-side DEP thanks to the
symmetry in the hypothesis testing problem. The error event in
this case is given by

(41)

Applying the Chernoff bound [12] and exploiting the i.i.d. data
structure, for any , we have

(42)

The optimal exponent of the centralized detection is character-
ized by Lemma 1. Let be the optimal value in the
Chernoff information as in (4). Then, at

as

(43)

which, together with the trivial upper bound , proves
the theorem.

APPENDIX II
PROOF OF THEOREM 2

The entropy rate of at sensor is upper bounded by

(44)
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since . Let denote the optimal centralized de-
tection error probability when all the type statistics are perfectly
available at the decision center. The channel error probability is
denoted by for the th channel. The probability of receiving
incorrect type statistics can be union bounded by

(45)

where is the channel error exponent [18] associated
with rate . The assumption implies that

(46)

Therefore, the overall detection error probability can be
bounded as

(47)

where as , and

(48)

Now, setting where the constant ,
one has . Therefore

(49)

which, together with the trivial , proves the theorem.

APPENDIX III
PROOF OF THEOREM 3

Using Chernoff method, for any , we have

(50)

since ’s and ’s are independent. The evaluation of the term
can be done by the standard Gaussian moment gener-

ating function; that is

(51)

We now focus on where and . The
convexity of the function implies that

(52)

where the right-hand side corresponds to the chord connecting
point to point in the graph of . Taking expec-
tation on both sides and using , we have

(53)

Setting and , we get

(54)

Note that and . We now bound
whose first and second derivatives are

(55)

(56)

Recall the Taylor expansion

(57)

since and . But

(58)

where we have used the standard inequality for
. Hence, we have

(59)

Therefore, the Chernoff bound (50) becomes

(60)

The theorem follows from optimizing the exponent
.

APPENDIX IV
PROOF OF THEOREM 6

The proof is directly adapted from that of Theorem 1. The
detection error event for histogram fusion over the MAC is given
by

(61)

where we have used the linear relationship (15) to get the log-
likelihood ratio from the type statistics. Applying the Chernoff
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bound and exploiting the i.i.d. data structure, for any , we
have

(62)

Let optimize the Chernoff information and
be the individual power constraint. We have

(63)

from which, together with the trivial upperbound ,
the theorem follows.
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