Interpolated Linear Precoding and Space-Frequency Coding for MIMO-OFDM Systems
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Abstract—We investigate the design of space-frequency codes and efficient feedback-aided precoding schemes for multiple-input multiple-output orthogonal frequency division multiplexing (MIMO-OFDM) systems. Inspired by the statistical structure of the MIMO-OFDM channel matrix, the proposed transceiver structure consists of two components: i) a fixed space-frequency code, and ii) a set of spatial precoding matrices that are adapted based on limited feedback from the receiver. For the fixed component, we propose a structured space-frequency coding scheme that spreads the source symbols across space and frequency. The space-frequency coded symbols are then processed with a spatial precoding matrix for each OFDM tone before transmission. The spatial precoding matrices use the limited feedback from the receiver to adapt the spatial directions and corresponding power allocation for different spatial symbols, in order to improve both the mutual information and error rate. Since the spatial channel statistics are invariant across frequency, one codebook of spatial precoding matrices suffices for all OFDM tones. This codebook is designed using a systematic algorithm that we had previously developed for narrowband spatially correlated MIMO channels. Finally, to reduce the computational complexity at the receiver and the amount of feedback to the transmitter, we propose a new interpolation algorithm in which the codebook indices are fed back to the transmitter for a subset of tones – precoding matrices for the other tones are computed at the transmitter using the precoding matrices for tones in the subset.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) is a widely adopted method for high rate communications and is incorporated in many standards including wireless local area network (IEEE 802.11a/g) and wireless metropolitan area network (IEEE 802.16e) standards. In order to provide higher data rate and better error performance, the transmitter and the receiver can be equipped with multiple antennas, forming multiple-input multiple-output (MIMO) systems. We highlight some of the work on MIMO-OFDM below.

Maximum diversity gain attainable with MIMO-OFDM systems was derived in [1], [2]. The full or significant portion of the diversity gain can be achieved by space-frequency codes [3], [4] or space-time-frequency codes [5]. The authors of [6] investigated capacity-optimal input covariance matrices for MIMO-OFDM systems when only channel statistics are available at the transmitter, while the case where perfect channel state information is available at the transmitter was considered in [7].

\[ H(n) = \frac{1}{\sqrt{N}} \sum_{d=0}^{N_R} \hat{H}(d)e^{-j2\pi \frac{nd}{N}}. \quad (N_R \times N_T) \]

This work also proposed the frequency grouping technique, which we adopted as a part of the proposed space-frequency codes.
The input-output relationship for the $n$-th tone can be written as

$$y(n) = \sqrt{\text{SNR}} \mathbf{H}(n)x(n) + \mathbf{n}(n), n = 1, \ldots, N$$

where $\mathbf{x}(n)$ is the $N_T \times 1$ transmitted signal vector with $\text{tr}(\mathbb{E}[\mathbf{x}(n)\mathbf{x}(n)^H]) = 1$, $y(n)$ is the $N_R \times 1$ received signal vector, and $\mathbf{n}(n) \sim \mathcal{CN}(0, \mathbf{I}_{N_R})$ is the $N_R \times 1$ noise vector, i.e., complex Gaussian vector with zero mean and the identity covariance matrix. The channel matrix $\mathbf{H}(n)$ is assumed zero mean and the covariance matrix is discussed in detail later in this section.

It is often convenient to stack these vectors and matrices corresponding to each tone in order to represent the entire system as

$$\tilde{\mathbf{y}} = \sqrt{\text{SNR}} \tilde{\mathbf{H}} \tilde{\mathbf{x}} + \tilde{\mathbf{n}} \quad (1)$$

where

$$\tilde{\mathbf{y}} = \begin{bmatrix} y(1)^T & y(2)^T & \cdots & y(N)^T \end{bmatrix}^T \quad (NNR \times 1)$$

$$\tilde{\mathbf{x}} = \begin{bmatrix} x(1)^T & x(2)^T & \cdots & x(N)^T \end{bmatrix}^T \quad (NNR \times 1)$$

$$\tilde{\mathbf{n}} = \begin{bmatrix} n(1)^T & n(2)^T & \cdots & n(N)^T \end{bmatrix}^T \quad (NNR \times 1)$$

$$\tilde{\mathbf{H}} = \text{diag}(\mathbf{H}(1), \mathbf{H}(2), \ldots, \mathbf{H}(N)) \quad (NNR \times NN_T)$$

The statistical characteristics of the channel matrix $\mathbf{H}(n)$ for the $n$-th tone are dictated by those of the time-domain impulse response matrices $\tilde{\mathbf{H}}(d)$. We assume that there are $N_p$ paths, and use $\beta_\ell \in \mathbb{C}$, $\tau_\ell$, $\theta_{T,\ell} \in [0, 1]$ and $\theta_{R,\ell} \in [0, 1]$ to represent the complex path gain, path delay (in seconds), normalized angle of departure (AoD) and normalized angle of arrival (AoA) of the $\ell$-th path, respectively. The array steering and response vectors are denoted by $a_T(\theta_T) = [1, e^{j2\pi \theta_T}, e^{j4\pi \theta_T}, \ldots, e^{j2N\pi (N-1)\theta_T}]^T$ and $a_R(\theta_R) = [1, e^{j2\pi \theta_R}, e^{j4\pi \theta_R}, \ldots, e^{j2N\pi (N-1)\theta_R}]^T$. Then, uniform sampling in delay and AoD/AoA yields the following representation of $\mathbf{H}(n)$, called virtual channel model [13]

$$\mathbf{H}(n) = \frac{1}{\sqrt{N}} \sum_{\ell=1}^{N_p} \beta_\ell a_T(\theta_{T,\ell}) a_T(\theta_{T,\ell})^H e^{-j2\pi T \tau_\ell \frac{t}{N_T}}$$

$$\approx \frac{1}{\sqrt{N}} \sum_{d=0}^{N_D} \sum_{r=1}^{N_R} \sum_{t=1}^{N_T} H_V(r, t, d) a_R \left( \frac{r}{N_R} \right) a_T \left( \frac{t}{N_T} \right)^H \quad (2)$$

where

$$H_V(r, t, d) = \sum_{\ell \in S_{D, d} \cap S_{R, r} \cap S_{T, t}} \beta_\ell$$

$^2$Angle $\bar{\theta} \in [-90, 90]$ and normalized angle $\theta \in [0, 1]$ are related by $\theta = \bar{\theta}/180$ for $0 \leq \bar{\theta} \leq 90$ and $\theta = \bar{\theta}/180 + 1$ for $-90 \leq \bar{\theta} < 0$. Note that $a_T(\theta_T)$ and $a_R(\theta_R)$ are periodic in angles with unit period.

$$S_{D, d} = \left\{ \ell : \frac{d - \ell}{2W} \leq \frac{\tau_\ell}{T} - \frac{d}{2W} \leq \frac{\tau_\ell}{T} \right\}$$

$$S_{R, r} = \left\{ \ell : \frac{r}{N_R} - \frac{1}{2N_R} \leq \theta_{T,\ell} < \frac{r}{N_R} + \frac{1}{2N_R} \right\}$$

$$S_{T, t} = \left\{ \ell : \frac{t}{N_T} - \frac{1}{2N_T} \leq \theta_{T,\ell} < \frac{t}{N_T} + \frac{1}{2N_T} \right\}$$

In which

$$S_{D, d} = \left\{ \ell : \frac{d - \ell}{2W} \leq \frac{\tau_\ell}{T} - \frac{d}{2W} \leq \frac{\tau_\ell}{T} \right\}$$

$$S_{R, r} = \left\{ \ell : \frac{r}{N_R} - \frac{1}{2N_R} \leq \theta_{T,\ell} < \frac{r}{N_R} + \frac{1}{2N_R} \right\}$$

$$S_{T, t} = \left\{ \ell : \frac{t}{N_T} - \frac{1}{2N_T} \leq \theta_{T,\ell} < \frac{t}{N_T} + \frac{1}{2N_T} \right\}$$

Since different entries of $\{H_V(r, t, d)\}$ correspond to disjoint set of paths, they can be assumed approximately independent, but not identically distributed in general – we denote the variance of each entry by $\Psi(r, t, d) = \mathbb{E}[|H_V(r, t, d)|^2]$. This model induces the following spatial and spectral correlation

$$\mathbb{E} [H_{r, \ell}(n)H_{r', \ell'}(n')] = \sum_{d=0}^{N_D} e^{j2\pi(n'-n)d/N} \sum_{r=1}^{N_R} \sum_{t=1}^{N_T} \sum_{\ell=1}^{N_T} \psi(r, \ell, d) e^{j2\pi(r-r')\ell/N_R} e^{j2\pi(t-t')\ell/N_T}.$$ 

Setting $n = n'$, one can easily observe that every tone has the same covariance matrix $\mathbf{R} = \mathbb{E}[(\text{vec}(\mathbf{H}(n))\text{vec}(\mathbf{H}(n))^H]$ as well as the same transmit covariance matrix $\mathbf{R}_T = \mathbb{E}[\mathbf{H}(n)^H\mathbf{H}(n)]$. (vec(·) denotes the column stacking operator.)

### III. CLOSED-LOOP SPACE-FREQUENCY-CODED MIMO-OFDM

Feedback-aided precoding can greatly improve the capacity and error performance of MIMO-OFDM systems. With linear precoding, the system equation in (1) changes to

$$\tilde{\mathbf{y}} = \sqrt{\text{SNR}} \tilde{\mathbf{W}} \tilde{\mathbf{s}} + \tilde{\mathbf{n}},$$

where $\tilde{\mathbf{W}}$ is the $NN_T \times NN_T$ matrix with $\text{tr}(\tilde{\mathbf{W}}\tilde{\mathbf{W}}^H) = NN_T$ and $\tilde{\mathbf{s}}$ is the $NN_T \times 1$ source symbol vector with $\text{tr}(\mathbb{E}[\tilde{\mathbf{s}}(n)\tilde{\mathbf{s}}(n)^H]) = N$. We investigate the extreme cases – where the channel states are perfectly known at the transmitter and where only channel statistics are known at the transmitter – and then consider the finite-rate feedback cases.

#### A. Perfect Feedback and Statistical Feedback Cases

When the channel states are perfectly known at the transmitter, it is well known that SVD of the channel matrix, $\mathbf{H}(n) = \mathbf{U}(n)\mathbf{D}(n)\mathbf{V}(n)^H$, $n = 1, \ldots, N$, and water-filling yields the capacity-optimal precoding matrix:

$$\tilde{\mathbf{W}} = \text{diag}(\mathbf{V}(1)\mathbf{V}(2) \cdots \mathbf{V}(N)) \text{diag}(\mathbf{D}(1)\mathbf{D}(2) \cdots \mathbf{D}(N))^\mathbf{Y}^H$$

where $\mathbf{Y}$ is an arbitrary unitary matrix and

$$\mathbf{D}(n) =$$

$$\text{diag}\left(\left(\mu - \frac{1}{|\mathbf{D}(n)|_{1,1}}\right)^{\frac{1}{2}}, \ldots, \left(\mu - \frac{1}{|\mathbf{D}(n)|_{N_T,N_T}}\right)^{\frac{1}{2}}\right)$$

$^3$If less than $N_T$ symbols per tone are transmitted for each channel use, then the width of $\tilde{\mathbf{W}}$ and the height of $\tilde{\mathbf{s}}$ should be reduced accordingly.
in which subscript $(\cdot)_+$ denotes the max$(\cdot, 0)$ operator.

Another extreme case is when the transmitter knows only channel statistics, i.e. mean and variance. In this case, the capacity-optimal precoding matrix has the eigenvectors of the transmit covariance matrix as its left singular vectors if we use Kronecker channel model or virtual channel model [14]. When we place no structure on the channel matrix, a near-optimal precoding matrix can be easily obtained by finding the one that maximizes the Jensen-upperbound of capacity and is given as [15]

$$\mathbf{W} = (\mathbf{I}_N \otimes \mathbf{V}_n) \cdot 
\left[ \mathbf{I}_N \otimes \mathbf{diag} \left( \left( \mu - \frac{1}{\lambda_{n,1}} \right)^{\frac{1}{2}}, \ldots, \left( \mu - \frac{1}{\lambda_{n,N_T}} \right)^{\frac{1}{2}} \right) \right] \mathbf{Y}^H$$

where $\mathbf{V}_n$ is the eigenmatrix of $\mathbf{R}_T = \mathbf{V}_n \mathbf{A}_n \mathbf{V}_n^H$ and $\lambda_{n,t}$ is the $t$-th eigenvalue. Note that in both cases, the right singular vectors $(\mathbf{Y})$ does not affect mutual information, but does affect error performance.

B. Finite-rate Feedback Case

When $b_{\text{total}}$ bits of feedback information is available for each channel use, the receiver can choose a precoding matrix $\mathbf{W}$ from a precoder codebook of size $2^{b_{\text{total}}}$, which can be very large. However, the block diagonal structures present in (3) suggest a simpler approach: a per-tone precoding scheme (see Fig. 1). That is, we allocate $b = b_{\text{total}}/N$ bits to each tone, out of which $b_U$ bits are used to approximate the right singular matrix $\mathbf{V}_H(n)$ of the channel matrix with a codeword $\hat{\mathbf{U}}(n)$ in the unitary codebook $\mathcal{U}$, $|\mathcal{U}| = 2^{b_U}$. The remaining $b_D = b - b_U$ bits are used to approximate the power allocation matrix $\mathbf{D}_W(n)$ with a codeword $\hat{\mathbf{D}}(n)$ in the power allocation codebook $\mathcal{D}$, $|\mathcal{D}| = 2^{b_D}$. As noted at the end of Section II, statistical characteristics are identical for every tone, i.e. $\mathbf{H}(n) \sim \mathcal{CN}(0, \mathbf{R})$, $\forall n$, implying we need to design only one set of a unitary codebook $\mathcal{U}$ for $\hat{\mathbf{U}}(n)$ and a diagonal codebook $\mathcal{D}$ for $\hat{\mathbf{D}}(n)$ and use it for all tones – we do not have to design $N$ sets of codebooks each optimized to each tone. Now we can adopt the precoder codebook design algorithm developed for narrowband correlated MIMO channels that we proposed in [9]. The algorithm constructs $\mathcal{U}$ systematically based on $\mathbf{R}$ since using numerical optimization to compute $2^{b_U} (N_T^2 - N_T)$ variables is hard; however $\mathcal{D}$ involving $2^{b_D} (N_T - 1)$ variables can be built numerically. We provide a brief summary of the algorithm [9] below.

C. Precoder Codebook Design Algorithm

The unitary codebook $\mathcal{U}$ is constructed by designing a set of length-$N_T$ vectors, $\{ \mathbf{u}^{(1)}, \ldots, \mathbf{u}^{(2^{b_U})} \}$, whose role is to approximate the first column of $\mathbf{V}_H(n)$. We design the set by skewing a reference vector codebook $\{ \mathbf{c}_{N_T-1 \times 1}^{(1)}, \ldots, \mathbf{c}_{N_T-1 \times 1}^{(2^{b_U})} \}$ (which is designed for beamforming in i.i.d. channels) through a channel statistics-dependent transform so that the skewed vectors are denser along the statistically dominant eigenvectors than along other directions. Then for each vector $\mathbf{u}^{(n_1)}$ in the set, we find the second set of length-$N_T$ vectors, $\{ \mathbf{u}^{(n_1,1)}, \ldots, \mathbf{u}^{(n_1,2^{b_U})} \}$, to be used in the second column. It is also obtained by skewing a reference codebook of length $N_T - 1$ vectors $\{ \mathbf{c}_{N_T-2 \times 1}^{(1)}, \ldots, \mathbf{c}_{N_T-2 \times 1}^{(2^{b_U})} \}$ and placing them in the null space of the subspace spanned by $\mathbf{u}^{(n_1)}$. We proceed in this way until the second-to-last column is taken care of – the last column is determined automatically ($b_{N_T} = 0$) due to unitariness. Since $b_U$ bits are the budget for specifying beam-directions, we should have $b_1 + b_2 + \ldots + b_{N_T} = b_U$. This algorithm leads to the tree-structured codebook $\mathcal{U}$ shown in Fig. 2.

The diagonal codebook $\mathcal{D}$ can be designed numerically using vector quantization algorithms (e.g. generalized Lloyd algorithm). First we generate a training set $\{ \mathbf{D}_W(n) \}$ which is computed from a number (e.g. 100 · $2^{b_D}$) of randomly generated channel realizations $\{ \mathbf{H}(n) \}$ (according to $\mathcal{CN}(0, \mathbf{R})$). A vector quantization algorithm is applied to the vectors consisting of the diagonal entries of the training set $\{ \mathbf{D}_W(n) \}$. Representative vectors returned by the quantization algorithm constitute the diagonal entries of the codeword matrices in $\mathcal{D}$.
D. Space-Frequency Coding

In this section we design a fixed space-frequency codes providing high diversity gain and manageable decoding complexity. Choosing any unitary matrix as \( \mathbf{Y} \) yields the same mutual information, but it has significant impact on error performance. It can be seen from the fact that without spreading source symbols across space and frequency (i.e. \( \mathbf{Y} = \mathbf{I} \)), the diversity gain is only \( N_R \) which is significantly less than the maximum diversity gain \( \min(\mathcal{N}N_R, N_PN_T N_R) \) [1], [2].

In order to maintain a manageable level of complexity for maximum-likelihood decoding, we divide the \( N N_T \) source symbols into \( G = N/Q \) groups of \( N_TQ \) symbols each. Then we code source symbols in each group across space and frequency applying threaded algebraic space-time (TAST) block codes since they possess the best or close to best error performance among space-time block codes [12]. As an example, a modified TAST code for the \( N_T = Q = 4 \) case is shown below [9]

\[
\begin{bmatrix}
\tilde{s}(1) \\
\tilde{s}(2) \\
\tilde{s}(3) \\
\tilde{s}(4)
\end{bmatrix}
\Gamma
\begin{bmatrix}
z_1(1) \\
z_1(2) \\
z_1(3) \\
z_1(4)
z_2(1) \\
z_2(2) \\
z_2(3) \\
z_2(4)
z_3(1) \\
z_3(2) \\
z_3(3) \\
z_3(4)
z_4(1) \\
z_4(2) \\
z_4(3) \\
z_4(4)
\end{bmatrix}
\]

where \( [z_1(n) z_2(n) z_3(n) z_4(n)]^T = \Phi \mathbf{s}(n), n = 1, 2, 3, 4, \) is the rotated symbol vector, and \( \theta \) is a unit-norm scaling parameter for ensuring full-diversity of the TAST code. The unitary matrix \( \mathbf{G} \) ensures that each source symbol interacts with every channel coefficient even when the power allocation matrix \( \mathbf{D}_w(n) \) or \( \mathbf{D}(n) \) mates some spatial streams or rows (see [9] for details on \( \mathbf{G} \)). It is convenient to write (4) in a vector form as \( \begin{bmatrix}
\tilde{s}(1)^T \\
\cdots \\
\tilde{s}(4)^T
\end{bmatrix}
= \mathbf{G}
\begin{bmatrix}
\mathbf{s}(1)^T \\
\cdots \\
\mathbf{s}(4)^T
\end{bmatrix},
\)

where \( \mathbf{G} = (\mathbf{I}_Q \otimes \mathbf{G}) \Phi \mathbf{G}, \) and \( \mathbf{G} \) is the \( N_TQ \times N_TQ \) generator matrix for TAST codes incorporating the rotation matrix \( \Phi \) and scaling parameter \( \theta \). Finally, the coded symbols are fed to the permutation matrix \( \mathbf{H} \), whose role is to place symbol vectors belonging to the same group far apart in the subcarrier domain as shown in Fig. 3, so that each symbol experiences independent subchannels instead of highly correlated ones. See Fig. 1 for an overall structure.

IV. REDUCING FEEDBACK BY INTERPOLATION

One can reduce feedback burden by adopting interpolation techniques. That is, instead of specifying precoding matrices \( \mathbf{U}(n) \) and \( \mathbf{D}(n) \) for every tone, \( n = 1, \ldots, N \), the receiver informs the transmitter of the precoding matrices corresponding to only a subset of tones, \( n = K, 2K, \ldots, N \), assuming \( N/K \) is an integer for convenience. Precoding matrices for tones not in the subset are computed by interpolating those of the two adjacent tones in the subset – for example, precoding matrices for tones \( n = K + 1, K + 2, \ldots, 2K - 1 \) are interpolated using those for \( n = K \) and \( n = 2K \). Since \( \mathbf{H}(n) \) is periodic in \( n \) with period \( N \), precoding matrices for the first \( K - 1 \) tones can be obtained from the tones \( n = N \) and \( n = K \). We discuss two existing methods and then propose a new algorithm.

The linear interpolation technique proposed in [10] for beamforming (single stream) and spatial multiplexing (\( N_S \) streams) forms \( \mathbf{U}(n) \times \mathbf{D}(n) \) interpolated spatial multiplexing matrices \( \mathbf{U}_{\text{lin}}(\ell K + m) \) as follows. First, it computes

\[
\hat{\mathbf{U}}_{\text{lin}}(\ell K + m) = \alpha_m \mathbf{U}(\ell K) + \beta_m \mathbf{U}((\ell + 1)K) \mathbf{Q}(\ell),
\]

\( \ell = 0, 1, \ldots, N/K - 1, m = 1, 2, \ldots, K - 1 \)

where \( \alpha_m = 1 - m/K, \) \( \beta_m = m/K, \) and the unitary matrix \( \mathbf{Q}(\ell) \) is determined by the receiver according to a certain criterion and fed back to the transmitter. Then it is converted to a semi-unitary matrix as \( \tilde{\mathbf{U}}_{\text{lin}}(\ell K + m) = \hat{\mathbf{U}}_{\text{lin}}(\ell K + m) \left( \hat{\mathbf{U}}_{\text{lin}}((\ell + 1)K) \mathbf{H} \mathbf{U}_{\text{lin}}((\ell + 1)K) \right)^{-1/2}. \)

More recently, a geodesic-based interpolation algorithm was proposed for spatial multiplexing schemes [11]. It eliminates the need to calculate and feedback the \( \mathbf{Q}(\ell) \) matrix. It forms the \( N_T \times N_S \) interpolated matrix \( \mathbf{U}_{\text{geo}}(\ell K + m) \) as

\[
\mathbf{U}_{\text{geo}}(\ell K + m) = \mathbf{A}(\ell) \cos(m \Sigma) - \mathbf{B}(\ell) \sin(m \Sigma)
\]

where \( \mathbf{A}(\ell) = \hat{\mathbf{U}}((\ell + 1)K) \mathbf{U}, \) and \( \mathbf{B}(\ell) = [\hat{\mathbf{U}}((\ell + 1)K) \mathbf{U} \cos(m \Sigma) - \hat{\mathbf{U}}((\ell + 1)K) \mathbf{V}] \sin^{-1}(m \Sigma), \) in which \( \mathbf{U} \) and \( \mathbf{V} \) come from the SVD of \( \hat{\mathbf{U}}((\ell + 1)K) \mathbf{H} \mathbf{U}((\ell + 1)K) = \mathbf{UDV}^H, \) and \( \Sigma = (1/N) \cos^{-1}(\mathbf{D}). \)

Unfortunately, we cannot use the existing algorithms for the proposed system incorporating power allocation because those algorithms are designed for beamforming and spatial multiplexing schemes which allocate same power for every beam-direction. Specifically, those algorithms produce only interpolated semi-unitary matrices, but not interpolated power allocation matrices. Moreover, the geodesic interpolation algorithm does not observe the ordering of columns – if \( \mathbf{U} \) happens to be the anti-identity matrix, then \( \mathbf{U}_{\text{geo}}(\ell K + 1) \) will be close to \( \mathbf{U}(\ell K) \) but with reverse column ordering. It is very problematic since the beam-direction that should get the most transmit power will receive the least transmit power (diagonal entries of power allocation matrices are in decreasing order).

Hence we propose a new interpolation algorithm that addresses the above problems. The proposed algorithm preserves the ordering of columns, and produces both beam-direction matrix and power allocation matrix, without requiring additional information such as \( \mathbf{Q}(\ell) \). The key idea is to perform interpolation in the covariance matrix domain, taking into account both beam-directions and power allocation. First, we form

\[
\mathbf{R}_{\text{cov}}(\ell K + m) = \alpha_m \mathbf{R}_{\text{cov}}(\ell K) + \beta_m \mathbf{R}_{\text{cov}}((\ell + 1)K)
\]

where \( \alpha_m = 1 - m/K, \) \( \beta_m = m/K, \) and \( \mathbf{R}_{\text{cov}}(\ell K) = \hat{\mathbf{U}}((\ell + 1)K) \mathbf{D} \hat{\mathbf{U}}((\ell + 1)K)^H. \) We can think of \( \mathbf{R}_{\text{cov}}(\ell K) \) as a rough estimate of the short-term transmit covariance matrix for the \( \ell \)-th tone, based on the current channel state \( \mathbf{H}(\ell K) \). Then the interpolated matrices \( \mathbf{U}_{\text{cov}}(\ell K + m) \) and \( \mathbf{D}_{\text{cov}}(\ell K + m) \) are obtained by applying eigen-decomposition to the interpolated matrix \( \mathbf{R}_{\text{cov}}(\ell K + m) \) as

\[
\mathbf{R}_{\text{cov}}(\ell K + m) = \\
\mathbf{U}_{\text{cov}}(\ell K + m) \mathbf{D}_{\text{cov}}(\ell K + m) \mathbf{U}_{\text{cov}}(\ell K + m)^H.
\]
One can easily check that when \( m \) is close to zero, \( \mathbf{U}_{\text{cov}}(\ell K + m) \) and \( \mathbf{D}_{\text{cov}}(K + m) \) are close to those of the \( \ell K \)-th tone, and when \( m \) is close to \( K \), to those of the \((\ell + 1)K\)-th tone.

V. NUMERICAL RESULTS

We present numerical results to illustrate the benefit of interpolation and the feedback-aided precoding. We use the following configurations: \( N_T = \frac{N}{2} = 4 \), \( N = 64 \) tones. Symbols are taken from a BPSK constellation and maximum likelihood decoding is used. For the modified TAST codes in (4), we use \( \theta = e^{j\pi/12} \) and \( \mathbf{\Gamma} \) is the Vandermonde matrix whose columns are powers of \( [\cos(\beta), \sin(\beta), \cos(\beta + \pi/2), \sin(\beta + \pi/2)]^T \) with \( \beta = 0.97 \).

In Fig. 4, for spatially i.i.d. channels (\( \mathbf{R} = \mathbf{I}_{N_R N_b} \)), we compare the capacity when the transmitter knows perfect channel states of every tone (refer to (3)) with the mutual information obtained by interpolation with \( K = 8 \). In generating spectral correlation, we assume \( N_D = 8 \), and for all \( \mathbf{r}_k \) and \( \mathbf{r}_q \) we set \( \Phi(\mathbf{r}_k, \mathbf{r}_q, d) = 8 \), if \( 1 \leq d \leq 8 \), and \( \Phi(\mathbf{r}_k, \mathbf{r}_q, d) = 0 \), if \( 9 \leq d \leq 64 \). The lower two curves correspond to the spatial multiplexing scheme, which transmits two independent source streams with equal transmit power along the beam-directions specified by the first two right singular vectors of \( \mathbf{H}(\tau_k) \).

Fig. 5 shows the bit error rate of various schemes in spatially correlated channels. We assumed \( N_D = 4 \) and \( b_U = 8 \) (\( b_1 = 5 \), \( b_2 = 3 \), \( b_3 = b_4 = 0 \)) and \( b_D = 0 \). Spatial correlation is as follows: for all \( \mathbf{r}_k = 1, 2, \ldots, N_R \) and \( d = 1, 2, 3, 4 \), we have \( \Phi(\mathbf{r}_k, 1, d) = 38.4 \), \( \Phi(\mathbf{r}_k, 2, d) = 16 \), \( \Phi(\mathbf{r}_k, 3, d) = 6.4 \), \( \Phi(\mathbf{r}_k, 4, d) = 3.2 \); and \( \Phi(\mathbf{r}_k, \mathbf{r}_q, d) = 0 \) if \( d = 5, 6, \ldots, 64 \). No interpolation is performed (\( K=1 \)). The figure clearly shows the benefit of feedback in general, and that of (spatially) skewing the reference codebook based on the spatial channel statistics.
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